
Why is Jacobi so bad?

Consider our 1D model problem

−u′′(x) = f(x) ∀x ∈ (0, 1), u(0) = g0, u′(1) = g1

Obviously, the entire solution depends on g0 (“feature” of elliptic PDEs).
In particular, uh(1) = unh

depends on g0.
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Summary:
We need k = nh steps until the influence of g0 is present in u

(k)
h (1).

The information transfer is rather slow!

Idea:
Choose preconditioner Ch such that the information can propagate faster.
 multi-level and multi-grid methods.


