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X is a vector space

To is an initial shape-regular triangulation

T :={T : T is an admissible refinement of 7o}

T(N) == {T € T: [T|—|To|< N}

Each T € T is split into Cgop > 2 elements in case of
refinement

Each 7 € T induces a finite dimensional space X (7)
There exists a solver

Ui): T— Xx()
which provides an approximation U(T) € X(7) to a limit

ueXx
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T € T admits a refinement indicator

nr(7T;-) : X(T) — [0, 00)

The summation of i1 over all T € T gives the global error
estimator
n(T; V Z nr(T; V
TeT

for all V € X(T)
We assume the existence of an error measure d[7; -, ] in
X U X(T) which fulfills

d[T;v,w] >0,

d[T' v, W] < CAd[T’ w, V]

CAtd[T;v,y] < d[T;v, w]+d[T; w,y]
forall viw,y e Y UX(T),Ca >0
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For a refinement ?E T of T €T, d[7A'; -,+] is well-defined
on X UX(T)UX(T) with

A[T;v,w] = d[T; v, w]|

forallve X,we X(T)
For each £ > 0 there exists a refinement 7 € T of T € T

such that R N
d[T;u, U(T)] <e
0 is a bulk parameter with

0<6<1

0 = 1 : uniform refinement
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Adaptive algorithm (Alg. 1)

INPUT: 7o and 6
For £=0,1,2,... do
Compute discrete approximation U(7y)
Compute refinement indicators 07 (7, : U(T;)) forall T € Ty
Determine set M, C 7Ty of (almost) minimal cardinality such
that
On(Te: U(Te))> < > o (Te: U(Te))?
TeM,

Refine (at least) the marked elements T € M, to generate
the triangulation 7y 1
OUTPUT: Discrete approximations U(7;) and error estimators
n(Te: U(Ty)) for all £ € Ng :=0,1,2,3,...
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Conditions on the mesh

The used mesh-refinement strategy has to satisfy

IT\T] < |T1-IT1, (1)

|7z+1|_|72’ S(Cson_1)|7z| for all / € N, (2)
-1

7o/ =|To| < Crmesh Y _| My forall e N (3)
k=0

for all refinements % € T of T € T, some T—dependent
constant C,,esn > 0 and for any two meshes 7,7’ € T there
is a coarsest common refinement 7 @ 7’ € T such that

T & T'I<TIHT'|=[Tol (4)
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Set of axioms

A1) Stability

A2) Reduction property
A3)
)

A4) Discrete reliability

General quasi-orthogonality

(
(
(
(
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Stability (A1)

Stability on non-refined element domains: For all refinements
T € T of a triangulation 7 € T, for all subsets S €7 N'T of
non-refined element domains and for all V € X(7), V € X(T7),

it holds that
1/2 1/2
(Z (T \/)2) - (Z nr(T; V)2> < Catabd[T V, V]
TeS TeS

(A1)

with a constant Cg,p > 0.
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Reduction property (A2)

Reduction property on refined element domains: Any
refinement 7 € T of a triangulation 7 € T satisfies

ST (T UM < prea Y. 07(T: U(T))?
TeT\T TeT\T

+ Credd[l?\-; U(%)v U(T)] (A2)

with Creg > 0 and 0 < preg < 1.
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General quasi-orthogonality (A3)

General quasi-orthogonality: There exist constants

1= (14 6)(1— (1 prea)?)
0 <éego <ero(B):=sup
= < el (G + (L 6 1)CE,,)

and Cgo(ggo) > 1 such that the output of Alg. 1 satisfies, for all
¢, N € Ng with N > ¢, that

N
> (AlTk41; U(Tiera), V(TP = god[Tii u, U(TR)FP)
k=t

< CqO(qu)n(T? U(ﬁ))z (A3)
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Discrete reliability (A4)

Discrete reliability: For all refinements T €T of a triangulation
T €T, there exists a subset R(T,f) C T and constants R
Crefs Carer > 0 with T\T C R(T,T) and |R(T,T)|< Crer| T\T]|
such that

AT UM UTIP < Gy Y. nr(T:UM)2 (A4)
TeR(T,T)
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Discrete reliability implies reliability

Discrete reliability (A4) implies reliability in the sense that any
triangulation T € T satisfies with Crej = Ca Cyrel

A7 u, U(T)] < Gem(T U(T)). (5)
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Quasi-monotonicity of the error estimator

Stability (A1), reduction (A2), and discrete reliability (A4) imply
quasi-monotonicity, i.Ae., there exists a constant Cpon > 0 such
that all refinements T € T of T € T satisfy

(T U(T)) < Crmonn(T: U(T)). (6)
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Quasi-monotonicity of the error estimator

Stability (A1), reduction (A2), reliability (5) and a Céa type best
approximation, i.e., there is a constant Ccg; > 0 such that

A[T; u, U(T)] < Ccea min_ d[T;u, V]. (7)
VeXx(T)

holds for any refinement T of T €T. Suppose that the ansatz

A~

spaces X (7)) C X(T) are nested. Then, the error estimator is
quasi-monotone (6).
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A concrete example

Consider the homogeneous Poisson problem in a bounded
Lipschitz domain Q C RY,d > 2, find u € X' := H}(Q) such that

a(u,v)::/Vu-Vvdx:/fvdx::(F,v) Vv e X.
Q Q

Suppose X (7)) C X(T) C X for all triangulations 7 € T and all
refinements 7 € T of 7 and suppose

d[T;v,w] =d[v,w] = |lv—w|x forall T € T and v,w € X.
The Lax-Milgram lemma yields solutions in the continuous as
well as in the discrete cases. Furthermore, there holds a priori
convergence

lim ||lu — U(T¢)||x= 0.
£—r00
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A concrete example

Hence, stability (A1), reduction (A2) and reliability (5) already
imply convergence.
Galerkin orthogonality yields

a(u—U(Tp41),V)=0 YV e X(Tot1)
and implies the Pythagoras theorem
lu = U(Tera)lZ= llu = UT) |G~ U(Tex) — U(To)l|%-

General quasi-orthogonality (A3) is already satisfied.
It remains to show stability (A1), reduction (A2) and discrete
reliability (A4).
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() Optimal convergence of the adaptive algorithm
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