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Abstract

The aim of this master thesis is to apply Fourier analysis and local Fourier analysis (LFA) to calculate the exact convergence factor of two-grid methods for the solution of linear algebraic systems arising in different applications. We first consider the one-dimensional Poisson problem. Both Fourier analysis and LFA are used to derive two-grid convergence factors. Differences between these two analysis tools are illustrated. Then we study a saddle-point problem stemming from an optimal control problem. The smoothing factor for the optimal control problem is derived by Fourier analysis for a special preconditioner. Moreover, the robustness of the preconditioner is shown by the numerical experiment. In the conclusion we summarize the results and give an outlook to further investigation. In particular, we are interested in the Fourier analysis for a mixed formulation of the biharmonic equation that leads to a system of finite element equations that is quite similar to the system arising from the optimal control problem.
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Chapter 1

Introduction

The main goal of this work is to apply Fourier analysis and local Fourier analysis (LFA) to calculate the convergence rate of multigrid methods for solving linear system of equations coming from the finite element discretization of partial differential equations.

The discretization of partial differential equations leads to very large systems of equations. For instance, in three space dimensions, more than one million unknowns can be reached very easily. The direct solution of systems of this size is prohibitively expensive, both with respect to the amount of storage and to the computational work. Therefore iterative methods like the Gauss-Seidel or the Jacobi iteration have been widely used from the beginning of the numerical treatment of partial differential equations.

An important step was Young’s successive over-relaxation method [28] (1950) which is much faster than the closely related Gauss-Seidel iteration. Nevertheless, this method shares with direct elimination methods the disadvantage that the amount of work does not remain proportional to the number of unknowns; the computer time needed to solve a problem grows more rapidly than the size of the problem.

Multigrid methods were the first to overcome this complexity barrier. Multigrid algorithms are composed of four elements:

1. smoothing of rough error parts via classical iterative methods;
2. approximation of smooth errors on a coarser grid;
3. recursive application of (1) and (2) on a sequence of coarser and coarser grids;
4. nested iteration for producing good initial guesses.

In 1961, Fedorenko proposed the first two-grid method (elements (1) and (2)) in his pioneering paper [11] for solving the finite difference equations arising from the
five-point approximation of the Poisson equation in a rectangular domain. Already the first numerical results presented in this paper showed the great potential of this method. In his second paper \[12\] from 1964, he gave a first convergence analysis and proposed to combine (1) and (2) with (3) that results in a complete multigrid cycle. In 1966, Bakhvalov provided the first rigorous convergence proof on the basis of the sum splitting technique and showed that the nested iteration technique with the multigrid as nested iteration process allows us to produce approximate solutions that differ from the exact solution of the boundary value problem in the order of the discretization error with optimal complexity [2]. In the 1970s, these techniques were generalized to variational finite difference equations and general finite element equations by Astrakhantsev [1] and by Korneev [20], respectively.

The paper of Brandt [6] and the report of Hackbusch [13] were the historical breakthrough. They reinvented the multigrid method independently of the Russian school, generalized it to new classes of problems, and developed the theory. In his first two papers [4, 5] (1973, 1976) and then summarized in the systematic 1977 work [6], Brandt showed the actual efficiency of multigrid methods. His essential contributions (in the early studies) include the introduction of a nonlinear multigrid method (FAS) and of adaptive techniques (MLAT), the discussion of general domains, the systematic application of the nested iteration idea (FMG) and, last but not least, the introduction of the Local Fourier Analysis as a tool for theoretical investigation and method design. Hackbusch’s first systematic report [13] (1976) contains many theoretical and practical investigations such as Fourier analysis considerations which have been taken up and developed further by several authors. In the papers [14, 15, 16], Hackbusch then presented a general convergence theory of multigrid methods. The first big multigrid conference in 1981 in Cologne was a culmination point of the development; the conference proceedings edited by Hackbusch and Trottenberg [17] are still a basic reference. The first monograph on multigrid methods was published by Hackbusch in 1985 [18]. In this monograph, the reader finds a complete overview of the most important results on multigrid and related methods obtained till 1985.

Today, multigrid methods are used in nearly every field where partial differential equations are solved by numerical methods. After the pioneering monograph [18] by Hackbusch, many further books have been published wherein one can find interesting additional information on the theory and application of multigrid methods in survey form, e.g. the books by Briggs, Henson and McCormick [10], Bramble [3], Wesseling [26], Trottenberg, Oosterlee and Schüller [25]. The most recent information about publications on multigrid method, related conferences, multigrid software, etc., can be found on the multigrid home page http://www.mgnet.org on the internet.

Considering multigrid algorithms, there is an enormous degree of freedom in choosing the algorithmic components. The practical very important question is how to choose individual multigrid components for concrete situations. There are two related approaches in treating this question: Fourier analysis and local Fourier analysis (LFA). They are considered as the main analysis tools to obtain quantitative convergence es-
timates and to optimize multigrid components like smoothers or intergrid transfer operators.

In Fourier analysis and LFA, the discrete solution and the corresponding error can be represented by linear combinations of certain functions, which form a unitary basis of the space of grid functions with bounded $l_2$-norm. However, in Fourier analysis we use the exact eigenfunctions of the discrete operator which are compatible with the boundary conditions. Whereas in LFA an infinite grid is considered and boundary conditions are not taken into account. In this case, we use exponential functions instead of the exact eigenfunctions. Both ideas were introduced by Brandt [6] and afterward extended and refined in [7, 9]. A good introduction can be found in the paper by Stüben and Trottenberg [21] and in the books by Wesseling [26], Trottenberg et al. [25] and Wienands and Joppich [27]. In particular, the book by Wienands and Joppich [27] provides with the software package LFA for local Fourier Analysis.

The paper is organized as follows: In Chapter 2 we introduce the basic ideas of multigrid methods and illustrate the multigrid algorithm. Chapter 3 serves as a demonstration of how model problem can be investigated by means of Fourier analysis and LFA. Connections and differences of these two analysis tools are described. The main part of the paper is the application to PDE-constrained optimization problem in Chapter 4, both Fourier analysis and LFA are applied to compute the two-grid convergence rate and also numerical results are presented. In Chapter 5 we summarize the results and conclude with some remarks about possible continuation.
CHAPTER 1. INTRODUCTION
Chapter 2

Multigrid Methods

Multigrid methods are among the fastest numerical algorithms for solving linear systems arising from a discretization technique such as the finite element method or the finite difference method. The convergence speed does not deteriorate when the discretization is refined, whereas classical iterative methods slow down for decreasing mesh size. For a wide overview about multigrid methods we recommend the books Hackbusch and Trottenberg [19], Hackbusch [18], Bramble [3] and Trottenberg, Oosterlee and Schüller [25].

The starting point of the multigrid idea is the observation that classical iteration methods (like the Gauss-Seidel iteration and the damped Jacobi method) have smoothing properties. Although these methods are characterized by poor global convergence rates, for errors whose length scales are comparable to the mesh size, they provide rapid damping, leaving behind smooth, longer wave-length errors. These smooth parts of the error are responsible for the poor convergence. A (geometric) multigrid method involves a hierarchy of meshes and related discretizations. A quantity that is smooth on a certain grid can, without any essential loss of information, also be approximated on a coarser grid. So the low-frequency error components can be effectively reduced by a coarse-grid correction procedure. Because the action of a smoothing iteration leaves only smooth error components, it is possible to represent them as the solution of an appropriate coarser system. Once this coarser problem is solved, its solution is interpolated back to the fine grid to correct the fine grid approximation for its low-frequency errors.

Thus, the multigrid idea is based on two principles: error smoothing and coarse grid correction. In this chapter, we will explain how these principles are combined to form a multigrid algorithm. The basics of multigrid methods will be described systematically.

In Section 2.1, we discuss the smoothing properties of one classical iterative solver, typically the Jacobi method. The concrete example refers to Poisson’s equation. Sections 2.2 and 2.3 give a systematic introduction to two-grid iteration and multigrid iteration, respectively.
CHAPTER 2. MULTIGRID METHODS

2.1 Motivation

2.1.1 Model Problem

A natural model of an elliptic equation is the two-dimensional Poisson equation in a square. However, the analysis of classical iterative methods as well as the multigrid algorithm for this problem is not sufficiently transparent for an introductory consideration. Therefore, we start with the simplest one-dimensional Dirichlet boundary value problem

\[ -u(x)'' = f(x) \quad \text{in} \quad \Omega = (0, 1), \quad u(x) = 0 \quad \text{at} \quad x \in \Gamma = \{0, 1\}. \quad (2.1) \]

Discretising the model problem by finite element method with piecewise linear, continuous functions we obtain a linear system of equations

\[ K_h u_h = f_h, \quad (2.2) \]

with the tridiagonal matrix

\[ K_h = \frac{1}{h} \begin{bmatrix} 2 & -1 & \cdots & & & \cdots & -1 \\ -1 & 2 & \cdots & & & \cdots & -1 \\ & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ & & -1 & 2 & \cdots & & -1 \\ & & & \ddots & \ddots & \ddots & \ddots \\ & & & & -1 & 2 \end{bmatrix}_{(n-1) \times (n-1)} \quad (2.3) \]

and the vectors

\[ u_h = (u_h(jh))_{j=1}^{n-1}, \quad f_h = (f_h(jh))_{j=1}^{n-1}. \]

The boundary conditions \( u_h(0) = u_h(1) = 0 \) are incorporated into the system.

Here \( h \) denotes the grid size. The grid \( \Omega_h \) corresponding to \( h = 1/n \) consists of the points \( x_j = jh \ (j = 1, \ldots, n - 1) \). From the beginning we introduce not only one grid but a hierarchy of grids. The largest possible grid size is \( h_0 = 1/2 \). The corresponding grid \( \Omega_0 \) consists of the single grid point \( x_1 = 1/2 \). The next finer grid should be defined by halving the step size (standard coarsening): \( h_1 = \frac{1}{4} \). Thus, this refinement process yields the sequence

\[ h_0 > h_1 > h_2 \ldots > h_l \ldots \quad \text{with} \quad h_l = 2^{-l}. \quad (2.4) \]

The subscript \( l \) is called the level number. In this paper, we assume that \( n \) is an even number and choose \( \Omega_H \) with mesh size \( H = 2h \) to be the coarse grid.

2.1.2 Convergence Analysis for the \( \omega \)-Jacobi Iteration

The asymptotic convergence property of an iterative method is characterized by the spectral radius of its corresponding operator

\[ \rho(S_h) = \max\{|\lambda| : \lambda \text{ is eigenvalue of } S_h\} \]
which is also called the asymptotic convergence factor. The iterative process converges if and only if $\rho(S_h) < 1$.

For model problem (2.1), the $\omega$-Jacobi method reads

$$u_{j+1}^h = u_j^h + \frac{\omega h}{2} (f_h^j - K_h u_j^h). \quad (2.5)$$

Clearly, the corresponding iteration operator is given by

$$S_h = S_h(\omega) = I - \frac{\omega h}{2} K_h. \quad (2.6)$$

The spectral radius of the iteration operator for the Jacobi method can be determined analytically for our model problem. The first step is to verify that

$$\phi_{k}^h = \left(\sqrt{2h} \sin(k\pi x_j)\right)_{j=1}^{n-1} = \left(\sqrt{2h} \sin(kj\pi h)\right)_{j=1}^{n-1} \quad k = 1, \ldots, n - 1. \quad (2.7)$$

and

$$\lambda_{k}^h = \frac{4}{h} \sin^2\left(\frac{1}{2} k\pi h\right) \quad (2.8)$$

are eigenfunctions, respectively eigenvalues of $K_h$.

The eigenfunctions of $S_h$ are the same as those of $K_h$. The corresponding eigenvalues of $S_h$ are

$$\lambda_{k}^h(S_h) = 1 - \frac{\omega h}{2} \lambda_{k}^h = 1 - 2\omega \sin^2\left(\frac{1}{2} k\pi h\right) = 1 - \omega + \omega \cos k\pi h. \quad (2.9)$$

For the spectral radius $\rho(S_h) = \rho(h, \omega) = \max\{|\lambda_{k}^h(\omega)| : k = 1, \ldots, n - 1\}$, we obtain

$$\text{for } 0 < \omega \leq 1 : \rho(S_h(\omega)) = |\lambda_{1}^h(\omega)| = 1 - \omega + \omega \cos \pi h = 1 - O(h^2),$$

$$\text{else : } \rho(S_h) \geq 1 \quad \text{(for } h \text{ small enough).} \quad (2.10)$$

Thus, the choice $\omega \in (0, 1]$ implies convergence. However, the spectral radius is very close to one if $h$ is small and there is no satisfactory convergence for any $\omega$. We can easily spot the $h$-dependent convergence: the smaller $h$ becomes the worse the convergence is.

### 2.1.3 Smoothing Properties of $\omega$-Jacobi Relaxation

The situation is quite different with respect to the smoothing properties of $\omega$-Jacobi relaxation. For $0 < \omega \leq 1$, we first observe by (2.10) that it is the smoothest eigenfunction $\varphi_{1}^h$ which is responsible for the slow convergence of Jacobi’s method. Highly oscillating eigenfunctions are reduced much faster if $\omega$ is chosen properly. The construction of the multigrid iteration is based on this observation.

To see this, we consider the approximations before $(\bar{w}_h)$ and after $(\bar{w}_h)$ one relaxation step. Since the eigenfunctions $\varphi_{k}^h$ of the iteration operator form a basis for all
grid functions having zero boundary values, we can expand the errors before and after one relaxation step, namely

\[ v_h := u_h - w_h \quad \text{and} \quad \bar{v}_h := u_h - \bar{w}_h \]

into discrete eigenfunction series:

\[ v_h = \sum_{k=1}^{n-1} \alpha_k \varphi^k_h, \quad \bar{v}_h = \sum_{k=1}^{n-1} \lambda_k^h(J_h(\omega)) \alpha_k \varphi^k_h \quad (2.11) \]

In order to analyze the smoothing properties of \( S_h(\omega) \) we distinguish low and high frequencies (with respect to the coarser grid \( \Omega_H \) used). For the definition of the high and low frequencies, we return to the eigenfunctions \( \varphi^k_h \) in (2.7). For given \( k \), we consider the eigenfunctions

\[ \varphi^k_h, \quad \varphi^{n-k}_h \]

and observe that they coincide on \( \Omega_H \) in the following sense:

\[ \varphi^k_h(x_j) = -\varphi^{n-k}_h(x_j) \quad \text{for} \quad x_j \in \Omega_H. \quad (2.12) \]

This means that these two eigenfunctions cannot be distinguished on \( \Omega_H \). (For \( k = n/2 \), the \( \varphi^k_h \) vanishes on \( \Omega_H \).) This gives rise to the following definition of low and high frequencies:

**Definition 2.1.** (in the context of model problem)

low frequencies : \( \varphi^k_h \) with \( k < n/2 \),

high frequencies : \( \varphi^k_h \) with \( n/2 \leq k < n \). \quad (2.13)

Obviously, only the low frequencies are representable on the coarser grid \( \Omega_H \). The high frequencies are not visible on \( \Omega_H \) since either they coincide with a low frequency on \( \Omega_H \) or vanish on \( \Omega_H \).

In order to measure the smoothing properties of \( S_h(\omega) \) quantitatively, we now introduce the smoothing factor \( \mu(h; \omega) \) of \( S_h(\omega) \) (and its supremum \( \mu^*(\omega) \) over \( h \)) as follows:

**Definition 2.2.** Smoothing factor (of \( \omega \)-Jacobi for model problem)

The smoothing factor \( \mu(h; \omega) \) of \( S_h(\omega) \), representing the worst factor by which high frequency error components are reduced per relaxation step, and its supremum \( \mu^* \) over \( h \), are defined as

\[ \mu(h; \omega) := \max\{ |\lambda_k^h(J_h(\omega))| : n/2 < k \leq n - 1 \}, \]

\[ \mu^*(\omega) := \sup\{ \mu(h; \omega) : h \leq 1/2 \} \quad (2.14) \]
Inserting (2.9), we obtain from (2.14)

\[
\begin{align*}
\mu(h; \omega) &= \max\{|1 - \omega|, |1 - \omega(1 + \cos \pi h)|\}, \\
\mu^*(\omega) &= \max\{|1 - \omega|, |1 - 2\omega|\}
\end{align*}
\]  

This shows that Jacobi’s relaxation has no smoothing properties for \( \omega \leq 0 \) or \( \omega > 1 \):

\[
\mu(h; \omega) \geq 1 \quad \text{if} \quad \omega \leq 0 \quad \text{or} \quad \omega > 1 \quad \text{(and \( h \) sufficiently small)}
\]

For \( 0 < \omega < 1 \), however, the smoothing factor is smaller than 1 and bounded away from 1, independently of \( h \). For \( \omega = 1 \), we have a smoothing factor of \( 1 - O(h^2) \) only.

In particular, we find from (2.15) that

\[
\begin{align*}
\mu(h; \omega) &= \begin{cases} 
\cos \pi h & \text{if} \quad \omega = 1 \\
1/2 & \text{if} \quad \omega = 1/2 \\
1/3 & \text{if} \quad \omega = 2/3
\end{cases} \\
\mu^*(\omega) &= \begin{cases} 
1 & \text{if} \quad \omega = 1 \\
1/2 & \text{if} \quad \omega = 1/2 \\
1/3 & \text{if} \quad \omega = 2/3
\end{cases}
\end{align*}
\]

The choice \( \omega = 2/3 \) is optimal in the following sense:

\[
\inf\{\mu^*(\omega) : 0 \leq \omega \leq 1\} = \mu^*(2/3) = 1/3.
\]

With respect to \( \mu(h; \omega) \), we obtain

\[
\inf\{\mu(h; \omega) : 0 \leq \omega \leq 1\} = \mu(h; 2/2 + \cos \pi h) = \frac{\cos \pi h}{2 + \cos \pi h} = \frac{1}{3} - |O(h^2)|.
\]

This means that one step of \( \omega \)-Jacobi with \( \omega = 2/3 \) reduces all high frequency error components by at least a factor of \( 1/3 \) (independent of the grid size \( h \)).

The above consideration is an example of what we call smoothing analysis.

### 2.2 Two-Grid Method

The foregoing section showed that the simple \( \omega \)-Jacobi iteration (2.5) with a properly chosen \( \omega \) is quite an efficient method for reducing the high-frequency components. Convergence is only lacking with respect to low frequencies (smooth components). Therefore, one should combine this iteration with a second one having complementary properties. In particular, the second iteration should reduce the smooth error very well. Such a complementary iteration can be constructed by means of the coarse grid with step size \( h_{l-1} = 2h_l \). For our model problem, we use \( H = 2h_l \).

Let \( \bar{u}_h^{old} \) be some given approximation to \( u_h = K_h f_h \). A small number of iterations of method (2.5) will result in an intermediate value \( \bar{u}_h \). From the previous section we know that the error \( e_h = u_h - \bar{u}_h \) is smooth (more precisely, smoother than \( u_h - u_h^{old} \)). \( u_h \) can also be regarded as the exact correction since \( u_h = \bar{u}_h + e_h \).

Inserting \( u_h \) into the equation \( K_h u_h = f_h \), we obtain the defect

\[
d_h = f_h - K_h \bar{u}_h
\]  

(2.17)
of \( \bar{u}_h \), which vanishes if and only if \( \bar{u}_h \) is the exact solution \( u_h \). Because of \( K_h \bar{u}_h = K_h \bar{u}_h - K_h u_h = K_h \bar{u}_h - f_h \) the exact correction \( v_h \) is the solution of
\[
K_h v_h = d_h.
\] (2.18)

The defect equation (2.18) is equivalent to the original equation (2.2). The exact solution of the defect equation is as difficult as for the original one. Nevertheless, \( v_h \) can be approximated better by means of a coarser grid than \( u_h \), since \( v_h \) is a smooth grid function and only smooth functions can be represented well by means of coarser grids.

To approximate the problem (2.18) by a coarse grid equation
\[
K_H v_H = d_H
\] (2.19)
we have to choose \( d_H \) reasonably. Note that the matrix \( K_H \) is already defined by the underlying bilinear form and the basis functions of the coarse finite dimensional space \( V_H \). We define \( d_H \) as the restriction of the fine grid defect to the coarse grid, that is
\[
d_H = I_h^H d_h
\] (2.20)

Here \( I_h^H \) is called the restriction. For our model problem we use the weighted restriction given by
\[
I_h^H d_h(x) = \frac{1}{2} d_h(x-h) + d_h(x) + \frac{1}{2} d_h(x+h), \quad \text{for } x \in \Omega_H
\] (2.21)
The corresponding matrix is
\[
I_h^H = \frac{1}{2} \begin{bmatrix}
1 & 2 & 1 & 0 \\
1 & 2 & 1 & 0 \\
& & \ddots & \\
& & & 1 & 2 & 1 & 0 \\
& & & & & \frac{1}{2} & 2 & 1 & 0 \\
& & & & & & \frac{1}{2} & 2 & 1 & 0 \\
& & & & & & & \frac{1}{2} & 2 & 1 & 0 \\
& & & & & & & & \frac{1}{2} & 2 & 1 & 0 \\
\end{bmatrix}_{(\frac{n}{2}-1) \times (n-1)}
\] (2.22)

Having defined \( d_H \) by (2.20) from the defect \( d_h \), we obtain the exact solution \( v_H \) of the coarse grid equation (2.19). Reasonably one expects \( v_H \) to be an approximation to the exact correction \( v_h \). However \( v_H \) is only defined on the coarse grid \( \Omega_H \). We have to interpolate this coarse grid function by
\[
\hat{v}_h = I_h^H v_H,
\] (2.23)
where \( I_h^H \) is called the prolongation. The simplest example for a prolongation operator is the linear interpolation
\[
I_h^H v_H(x) = \begin{cases}
v_H(x) & \text{if } x \in \Omega_H \\
\frac{1}{2} [v_H(x-h) + v_H(x+h)] & \text{otherwise}
\end{cases}
\] (2.24)
2.2. TWO-GRID METHOD

The corresponding matrix is

\[ I_h^H = \frac{1}{2} \begin{pmatrix}
1 & 2 & \cdots & 2 \\
2 & 1 & & 1 \\
\vdots & \ddots & \ddots & \vdots \\
2 & 1 & \cdots & 1 \\
\end{pmatrix}_{(n-1)\times(\frac{n}{2}-1)} \] (2.25)

Since \( u_h = \bar{u} + v_h \) is the exact solution and \( \tilde{u}_h = I_h^H v_H \) is supposed to approximate \( u_h \), we update the value \( \bar{u}_h \) by

\[ u_h^{new} = \bar{u}_h + \tilde{u}_h. \] (2.26)

All steps from \( \tilde{u}_h \) to \( u_h^{new} \) by (2.18)-(2.26) can be combined into the so-called coarse grid correction step

\[ u_h^{new} = \bar{u}_h - I_h^H K_H^{-1} I_h^H (K_h \bar{u}_h - f_h). \] (2.27)

The associated iteration operator is given by

\[ M_h^{CGC} = I - I_h^H K_H^{-1} I_h^H K_h. \] (2.28)

**Remark 2.3.** Taken on its own, the coarse grid correction process (2.27) is of no use. It is not convergent! We have

\[ \rho(M_h^{CGC}) \geq 1. \] (2.29)

This remark follows directly from the fact that the restriction \( I_h^H \) has a nontrivial kernel. If we choose \( 0 \neq \bar{z}_h \in \text{ker}(I_h^H) \) and set \( \bar{u}_h^0 := K_h^{-1} (f_h - \bar{z}_h) \). As \( d_h = \bar{z}_h \) and \( z_H = I_h^H \bar{z}_h = 0 \), the resulting iterates are \( u_h^j = u_h^0 \). The solution will not be changed by a pure coarse grid correction.

It is the combination of smoothing iteration and coarse-grid correction that is rapidly convergent, whereas both components by themselves converge slowly or not at all. The combination is called a two-grid method since two levels \( h \) and \( H \) are involved. Each iteration of a two-grid method consists of a smoothing and a coarse grid correction part.
One step of such a two-grid method (calculating $u^{j+1}_h$ from $u^j_h$) proceeds as follows:

**Two-grid method**

$$u^{j+1}_h = TGM(\nu_1, \nu_2)(u^j_h, K_h, f_h, \nu_1, \nu_2)$$

1. **Presmoothing**
   - Compute $\bar{u}^j_h$ by applying $\nu_1(\geq 0)$ steps of a given smoothing method to $u^j_h$:
     $$\bar{u}^j_h = S^\nu_1(u^j_h, K_h, f_h)$$

2. **Coarse grid correction (CGC)**
   - Compute the defect:
     $$d^j_h = f_h - K_h \bar{u}^j_h$$
   - Restrict the defect (fine-to-coarse transfer):
     $$d^j_H = I_H^h d^j_h$$
   - Solve exactly on $\Omega_H$:
     $$K_H \bar{v}_H = d^j_H$$
   - Interpolate the correction (coarse-to-fine transfer):
     $$\bar{v}_h = I_H^h \bar{v}_H$$
   - Compute the corrected approximation:
     $$\hat{u}^j_h = \bar{u}^j_h + \bar{v}_h$$

3. **Postsmoothing**
   - Compute $u^{j+1}_h$ by applying $\nu_2(\geq 0)$ steps of the given smoothing method to $\hat{u}_h$:
     $$u^{j+1}_h = S^\nu_2(\hat{u}_h, K_h, f_h)$$

From the above description, we immediately obtain the iteration operator $M^{TGM}_h$ of the $(h, H)$ two-grid method:

$$M^{TGM}_h = S^\nu_2 M^{CGC}_h S^\nu_1 = S^\nu_2 (I - I_H^h K_H^{-1} I_H^h K_h) S^\nu_1.$$  \hfill (2.30)

### 2.3 Multigrid Method

Up to now, we have described the multigrid principle only in its two-grid version. However, the two-grid methods usually are not used in practice because the exact solution of the coarse grid equation is required. The system on the coarse grid is easier to solve than the one on the fine grid. By choosing a coarse grid size $H = 2h$ and uniform refinement, the number of unknowns decreases about to an half (in one dimension). In practical applications we are interested in solving fine grid equations with millions of unknowns, therefore, the coarse grid equation has still a too large complexity, such that the overall two-grid method is not optimal with respect to the computational effort. They serve only as the (theoretical) basis for the real multigrid method.
2.3. MULTIGRID METHOD

The multigrid idea starts from the observation that in a convergent two-grid method it is not necessary to solve the coarse grid defect equation (2.19) exactly. Instead, without essential loss of convergence speed, one may replace $v_H$ by a suitable approximation. A natural way to obtain such an approximation is to apply an analogous two-grid method to (2.19) also, where an even coarser grid than $\Omega_H$ is used. Clearly, if the convergence factor of this two-grid method is small enough, it is sufficient to perform only a few, say $\gamma$ iteration steps to obtain a good enough approximation to the solution of (2.19). This idea can, in a straightforward manner, be applied recursively, using coarser and coarser grids, down to some coarsest grid. On this coarsest grid any solution method can be used (e.g. a direct method or an iterative method if it has sufficiently good convergence properties on the coarsest grid).

The recursive multigrid method (MGM) on level $l$ is then given by the algorithm below. The sequence of operations during one step of the multigrid iteration for $\gamma = 1$ and $\gamma = 2$ is depicted in Figure 2.1. Here $\circ$, $\square$, $\triangledown$ and $\nearrow$ mean smoothing, solving exactly, fine-to-coarse and coarse-to-fine transfer, respectively. Due to the Figure 2.1 the cases with $\gamma = 1$ and $\gamma = 2$ are called $V$-cycle and $W$-cycle respectively.

\begin{verbatim}
Multigrid method MGM(l, u, f)
if l = 0 then
  u := K_0^{-1} f // exact solve on coarsest level
else
  u := S_l^{\nu_1}(u, f); // presmoothing step
  d := I_{l-1}^{-1}(K_l u - f); // restriction of the defect
  v := 0; // starting value
  for j := 1, ..., \gamma, do
    MGM(l - 1, v, d) // solve $K_{l-1}v_{l-1} = d_{l-1}$ by applying $\gamma$ step of MGM(l - 1, v, d)
  end for
  u := u - I_{l-1}v_{l-1} // update on level $l$
  u := S_l^{\nu_2}(u, f) // postsmoothing step
end if
\end{verbatim}

Figure 2.1: V-cycle and W-cycle
Chapter 3

Fourier Analysis and Local Fourier Analysis

In this chapter, we show how rigorous Fourier analysis and local Fourier analysis (LFA) can be used to derive two-grid convergence factors. The purpose of this chapter is two-fold: first, we want to introduce the idea of rigorous Fourier analysis and LFA and to explain their structures, respectively. Secondly, we want to compute the exact two-grid convergence rate for one-dimensional model problem first by rigorous Fourier analysis and then by LFA.

3.1 Fourier Analysis

3.1.1 Asymptotic Two-Grid Convergence

In the motivation of multigrid method in Section 2.1, we have already studied the smoothing rate of $\omega$-Jacobi iteration using some facts that are characteristic for the rigorous Fourier analysis. We again start with $\varphi^k_h (k = 1, \ldots, n - 1)$ from (2.7), the discrete eigenfunctions of $K_h$. The vectors $\{\varphi^k_h : 1 \leq k \leq n - 1\}$ form an orthonormal basis of $\mathbb{R}^{n-1}$, since

$$(\varphi^k_h, \varphi^l_h)^2 = \sum_{j=1}^{n-1} \sqrt{2h} \sin(k\pi jh) \sqrt{2h} \sin(l\pi jh) = \delta_{k,l} \quad 1 \leq k, l \leq n - 1$$

Therefore, the matrix $Q_h$ built by $\varphi^k_h$ as columns is unitary: $Q_h^{-1} = Q_h^T$.

$$Q_h = [\varphi^1_h, \varphi^{n-1}_h, \varphi^2_h, \varphi^{n-2}_h, \ldots, \varphi^k_h, \varphi^{n-k}_h, \ldots, \varphi^{(n/2)-1}_h, \varphi^{(n/2)+1}_h, \varphi^{n/2}_h] \quad (3.1)$$

Since multiplication by $Q_h$ or $Q_h^{-1}$ does not change the spectral radius, we have

$$\rho(\hat{M}_h^{TGM}) = \rho(M_h^{TGM}) \quad \text{for} \quad \hat{M}_h^{TGM} := Q_h^{-1} M_h^{TGM} Q_h. \quad (3.2)$$
We will show that the Fourier-transformed iteration matrix $Q_h^{-1} M_h^{\text{TGM}} Q_h$ of the two-grid method is a block-diagonal matrix of the form

$$
\hat{M}_h^{\text{TGM}} = \begin{bmatrix}
M_h^{(1)} & & \\
 & M_h^{(2)} & \\
& & \ddots \\
& & & M_h^{(n/2-1)} \\
& & & & M_h^{(n/2)}
\end{bmatrix}
$$

with

$$
M_h^{(k)} (2 \times 2) \text{ - matrices for } 1 \leq k \leq n/2 - 1, \quad M_h^{(n/2)} (1 \times 1) \text{ - matrix.}
$$

Thus the determination of the spectral radius $\rho(M_h^{\text{TGM}})$ can be reduced to the calculation of the spectral radii of (at most) $(2 \times 2)$-matrices:

$$
\rho(M_h^{\text{TGM}}) = \rho(\hat{M}_h^{\text{TGM}}) = \max \{ \rho(M_h^{(k)}) : 1 \leq k \leq n/2 \}.
$$

For the proof of the block structure (3.3)-(3.4), we transform the iteration matrix $M_h^{\text{TGM}} = S_h^{\nu_2} M_h^{\text{CGC}} S_h^{\nu_1}$ with $S_h = I - \frac{\omega h}{2} K_h$, $M_h^{\text{CGC}} = I - \hat{I}_h K_h^{-1} \hat{I}_h^H K_h$ into

$$
\hat{M}_h^{\text{TGM}} = \hat{S}_h^{\nu_2} (I - \hat{I}_h \hat{K}_h^{-1} \hat{I}_h^H \hat{K}_h) \hat{S}_h^{\nu_1}
$$

with $\hat{K}_h := Q_h^{-1} K_h Q_h$, $\hat{S}_h := Q_h^{-1} S_h Q_h$. (3.7)

To define the quantities

$$
\hat{I}_H := Q_h^{-1} I_h^H Q_H, \quad \hat{K}_H := Q_h^{-1} K_h Q_h, \quad \hat{I}_h := Q_h^{-1} I_h^H Q_h,
$$

we have to introduce the Fourier transformation $Q_H$ at level $H$. Replacing $h$ in (2.7) by $H = 2h$, we obtain the eigenfunctions of $K_H$:

$$
\varphi_k^H = (\sqrt{4h} \sin(2k j \pi h))_{j=1}^{n/2-1} \quad k = 1, \ldots, n/2 - 1.
$$

Analogously to (3.1), the vectors $\varphi_k^H$ form the matrix

$$
Q_H = [\varphi_1^H, \varphi_2^H, \ldots, \varphi_{n/2-1}^H].
$$

According to (2.7)-(2.8), $K_h \varphi_k^h = \lambda_k^h \varphi_k^h$ holds with $\lambda_k^h = \frac{4}{h} \sin^2(\frac{1}{2} k \pi h)$. We introduce

$$
\tilde{s}_k^2 = \sin^2(\frac{1}{2} k \pi h), \quad \tilde{c}_k^2 = \cos^2(\frac{1}{2} k \pi h).
$$

(3.11)
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Noting that \( \lambda_h^{n-k} = \frac{4}{k} s_k^2 = \frac{4}{k} c_k^2 \), we obtain

\[
\hat{K}_h := Q_h^{-1} K_h Q_h = \begin{bmatrix}
K_h^{(1)} & K_h^{(2)} \\
& \ddots \\
& & K_h^{(n/2)}
\end{bmatrix}
\] (3.12)

with the blocks

\[
K_h^{(k)} = \frac{4}{h} \left[ \begin{array}{cc}
s_k^2 & 0 \\
0 & c_k^2
\end{array} \right]
\] for \( 1 \leq k \leq n/2 - 1 \), \( K_h^{(n/2)} = \frac{2}{h} \).

(3.13)

For \( S_h \) we have

\[
S_h \varphi_h^k = (1 - 2\omega s_k^2) \varphi_h^k ,
\]

\[
S_h \varphi_h^{n-k} = (1 - 2\omega c_k^2) \varphi_h^{n-k} .
\]

Thus, we obtain

\[
\hat{S}_h := Q_h^{-1} S_h Q_h = \begin{bmatrix}
S_h^{(1)} & S_h^{(2)} \\
& \ddots \\
& & S_h^{(n/2)}
\end{bmatrix}
\] (3.14)

with the blocks

\[
S_h^{(k)} = \left[ \begin{array}{cc}
1 - 2\omega s_k^2 & 0 \\
0 & 1 - 2\omega c_k^2
\end{array} \right]
\] for \( 1 \leq k \leq n/2 - 1 \), \( S_h^{(n/2)} = 1 - \omega \).

(3.15)

Since \( K_H \varphi_H^k = \lambda_H^k \varphi_H^k \) with \( \lambda_H^k = \frac{4}{\pi h} \sin^2 \left( \frac{1}{2} k \pi x \right) = \frac{2}{h} \sin^2 (k \pi x) \) and \( \sin^2 (k \pi x) = 4 s_k^2 c_k^2 \), we obtain the diagonal matrix

\[
\hat{K}_H := Q_H^{-1} K_H Q_H = \text{diag} \{ K_H^{(1)}, \ldots, K_H^{(n/2-1)} \} \text{ with } K_H^{(k)} = \frac{8}{h} s_k^2 c_k^2 .
\]

(3.16)

Next, we study the transfer operators \( I_h^H \) and \( I_H^h \) defined by (2.21) and (2.24) respectively. From the definition of \( I_h^H \):

\[
I_h^H u_h(x) = \frac{1}{2} u_h(x - h) + u_h(x) + \frac{1}{2} u_h(x + h), \text{ for } x \in \Omega_H
\]

we get

\[
I_h^H \sin(k \pi x) = [ \sin(k \pi (x - h)) + 2 \sin(k \pi x) + \sin(k \pi (x + h))] / 2
= [1 + \cos(k \pi h)] \sin(k \pi x)
= 2 \cos^2 \left( \frac{1}{2} k \pi h \right) \sin(k \pi x)
= 2 c_k^2 \sin(k \pi x) \text{ for } x \in \Omega_H
\]
Thus,
\[ I_h^H \varphi_k = \sqrt{2} c_k^2 \varphi_k^k. \]  
(3.17)

Since this identity holds for all \( k \), we replace \( k \) by \( n - k \):
\[ I_h^H \varphi_{n-k} = \sqrt{2} c_{n-k}^2 \varphi_{n-k}^k = \sqrt{2} s_k^2 \varphi_{n-k}^k. \]

For \( 0 \leq k \leq n/2 \), the equality \( \sin(2k j \pi h) = -\sin(2(n - k) j \pi h) \) leads to
\[ \varphi_{n-k}^k = -\varphi_k^k. \]

Then, we get
\[ I_h^H \varphi_{n-k}^k = -\sqrt{2} s_k^2 \varphi_k^k. \]  
(3.18)

From (3.17) and (3.18) we obtain the representation
\[ \hat{I}_h^H := Q_{2n+1}^{-1} I_h^H Q_h = \begin{bmatrix} r^{(1)} & 0 \\ r^{(2)} & 0 \\ \vdots & \vdots \\ r^{(n/2-1)} & 0 \end{bmatrix} \]  
(3.19)

with
\[ r^{(k)} = \sqrt{2} \left[ c_k^2, -s_k^2 \right]. \]  
(3.20)

This means that the last column of \( \hat{I}_h^H \) vanishes (this follows from \( I_h^H \varphi_{n/2}^k = 0 \)) and that the remaining part of the format \( (n/2 - 1) \times (n - 2) \) consists of \( n/2 - 1 \) \((1 \times 2)\)-blocks \( r^{(k)} \).

\( I_h^H \) from (2.21) and \( I_h^H \) from (2.24) are connected by \( I_h^H = (I_h^H)^T \), thus, we derive the representation
\[ \hat{I}_h^H := Q_{2n+1}^{-1} I_h^H Q_h = Q_{2n+1}^{-1} (I_h^H)^T Q_h = Q_{2n+1}^T (I_h^H)^T Q_h = (Q_{2n+1} I_h^H Q_h)^T = (\hat{I}_h^H)^T. \]  
(3.21)

From (3.19) we obtain
\[ \hat{I}_h^h := Q_{n+1}^{-1} I_h^h Q_h = \begin{bmatrix} p^{(1)} \\ p^{(2)} \\ \vdots \\ p^{(n/2-1)} \end{bmatrix} \]  
(3.22)

with
\[ p^{(k)} = \sqrt{2} \left[ c_k^2, -s_k^2 \right]. \]  
(3.23)

Since all factors in (3.6) have a block-diagonal structure, this carries over to \( M_{h/2}^{TGM} \) and proves the structure (3.3)-(3.4). For the \( (2 \times 2) \) blocks \( M_h^{(k)}(1 \leq k \leq n/2 - 1) \) and the \( 1 \times 1 \) block \( M_h^{n/2} \), the relations (3.13), (3.15), (3.16), (3.20) and (3.23) yield
In the following, we shall use $A$ (respective columns of the matrix $M$).

Since for $\nu$ to denote the convergence factor of two-grid method.

Inserting the representations of $p^{(k)}, K^{(k)}, r^{(k)}, K^{(k)}$ and $S^{(k)}$, we obtain

\[
M^{(k)}_h = (S^{(k)}_h)^{\nu_2} (I - p^{(k)}(K_H^{(k)})^{-1} r^{(k)} K_h^{(k)}) (S^{(k)}_h)^{\nu_1} \quad (1 \leq k \leq n/2 - 1),
\]

\[
M^{(n/2)}_h = (1 - \omega)^{\nu_1 + \nu_2}.
\] (3.24)

The block $M^{(k)}_h$ describes the application of $M_{h^{TGM}}$ to the two functions $\varphi^{h, k}, \varphi^{h, n-k}$ (respective columns of the matrix $Q_h$, cf. (3.1)). Since $\rho(AB) = \rho(BA)$ for any linear operators $A$ and $B$, $\rho(M^{TGM}_h) = \max \{\rho(M^{(k)}_h) : 1 \leq k \leq n/2\}$ does not depend on $\nu_1$ and $\nu_2$ individually. It depends in particular on the parameter $\omega$ and on $\nu = \nu_1 + \nu_2$.

In the following, we shall use

\[
\rho(h, \nu; \omega) := \rho(M^{TGM}_h(\nu_1, \nu_2; \omega))
\] (3.26)

to denote the convergence factor of two-grid method.

Since for $k = 1, \ldots, n/2 - 1$,

\[
\rho(M^{(k)}_h) = \rho((S^{(k)}_h)^{\nu_2} (I - p^{(k)}(K_H^{(k)})^{-1} r^{(k)} K_h^{(k)}) (S^{(k)}_h)^{\nu_1})
\]

\[
= \rho((I - p^{(k)}(K_H^{(k)})^{-1} r^{(k)} K_h^{(k)}) (S^{(k)}_h)^{\nu_2}) (S^{(k)}_h)^{\nu_1})
\]

\[
= \rho((I - p^{(k)}(K_H^{(k)})^{-1} r^{(k)} K_h^{(k)}) (S^{(k)}_h)^{\nu})
\]

\[
= \rho \left( \begin{bmatrix} s^2_k (1 - 2\omega s^2_k)^{\nu} & c^2_k (1 - 2\omega c^2_k)^{\nu} \\ s^2_k (1 - 2\omega s^2_k)^{\nu} & c^2_k (1 - 2\omega c^2_k)^{\nu} \end{bmatrix} \right)
\]

\[
= |s^2_k (1 - 2\omega s^2_k)^{\nu} + c^2_k (1 - 2\omega c^2_k)^{\nu}|
\]

\[
= |s^2_k (1 - 2\omega s^2_k)^{\nu} + (1 - s^2_k)(1 - 2\omega + 2\omega s^2_k)^{\nu}|
\]

\[
= \rho_\nu(s^2_k)
\] (3.27)

and

\[
\rho_\nu(\frac{1}{2}) = |(1 - \omega)^{\nu}| = \rho(M^{(n/2)}_h)
\]

we get

\[
\rho(h, \nu; \omega) = \max\{\rho_\nu(s^2_k) : 1 \leq k \leq n/2\}\). (3.28)

In practice, we are more interested in the asymptotic convergence factor

\[
\rho^*(\nu; \omega) := \sup\{\rho(h, \nu; \omega) : h \leq 1/2\}.
\] (3.29)
In our model problem, we have

\[ \rho^*(\nu; \omega) = \sup \{ \rho_\nu(s^2_k) : 0 < s^2_k \leq 1/2 \}. \]  

(3.30)

In particular, we study the optimal choices of \( \omega \) when \( \nu \) is fixed to be 1 or 2:

- For \( \nu = 1 \), we have
  
  \[ \rho_1(s^2_k) = -4\omega(s^2_k - \frac{1}{2})^2 - \omega + 1, \]
  
  \[ \rho(h; \omega) = \max\{|1 - \omega|, |1 - \omega(1 + \cos^2 \pi h)|\}; \]
  
  \[ \rho^*(\omega) = \max\{|1 - \omega|, |1 - 2\omega|\}. \]

  The choice \( w = 2/3 \) is optimal in the following sense:

  \[ \inf \{ \rho^*(\omega) : 0 \leq \omega \leq 1 \} = \rho^*(\frac{2}{3}) = \frac{1}{3}. \]

  With respect to \( \rho(h; \omega) \), we obtain

  \[ \inf \{ \rho(h; \omega) : 0 \leq \omega \leq 1 \} = \rho(h; \frac{2}{2 + \cos^2 \pi h}) = \frac{\cos^2 \pi h}{2 + \cos^2 \pi h}. \]

- For \( \nu = 2 \), we obtain from (3.27)

  \[ \rho_2(s^2_k) = (-8\omega + 12\omega^2)(s^2_k - \frac{1}{2})^2 + (1 - \omega)^2, \]
  
  \[ \rho(h; \omega) = \max\{(1 - \omega)^2, |(3\omega^2 - 2\omega)\cos^2 \pi h + (1 - \omega)^2|\}, \]
  
  \[ \rho^*(\omega) = \max\{(1 - \omega)^2, (1 - 2\omega)^2\}. \]

  The choice \( w = 2/3 \) is optimal in the following sense:

  \[ \inf \{ \rho^*(\omega) : 0 \leq \omega \leq 1 \} = \rho^*(\frac{2}{3}) = \frac{1}{9}. \]

  With respect to \( \rho(h; \omega) \), we obtain

  \[ \inf \{ \rho(h; \omega) : 0 \leq \omega \leq 1 \} = \rho(h; \frac{2}{3}) = \frac{1}{9}. \]

The optimal choices of \( \omega \) in these two cases are the same with the choice in the smoothing analysis in (2.16). This is a strong indication that \( \omega = 2/3 \) is a good choice in the multigrid method.
3.1. FOURIER ANALYSIS

3.1.2 Towards Local Fourier Analysis

Based on rigorous Fourier analysis many results have been obtained for different model problems in 2D and 3D, for different discretizations, coarsening strategies, transfer operators and smoothing procedures, e.g. [21, 22, 23].

As we have seen in the previous section, using rigorous Fourier analysis for an exact calculation of the spectral radius of the $k$-grid operator which are quantitative measures for the error reduction, it is necessary that there exists a unitary basis of periodic eigenfunctions of $K_h$ which generate the whole space of grid functions and which are compatible with the boundary conditions. Then it is possible to expand the error after the $i$-th $k$-grid iteration into a Fourier series by a unitary basis transformation, and different multigrid methods can be analyzed by evaluating their effect on the eigenfunctions. The main disadvantages of rigorous Fourier analysis is, however, that it can directly be applied to a rather small class of problems. As soon as we deal with more complicated domains, operators or boundary conditions an appropriate basis of unitary eigenfunctions cannot be derived explicitly. Thus, we will, in general, not be able to apply the rigorous Fourier analysis. The situation is different for the local Fourier analysis (LFA). We will introduce the basic ideas and formalism of LFA in next section.

In this section, we will point out that the rigorous Fourier analysis and the LFA are closely related. The mathematical substance of both is very similar.

The relationship is most easily explained by reconsidering the 1D Poisson equation with periodic boundary conditions. Using again finite element discretization and for the corresponding grid $\Omega_h$, the discrete eigenfunctions are

$$\varphi_h^k = e^{i2\pi kx} \quad (k = 0, 1, \ldots, n - 1). \quad (3.31)$$

Because of periodicity, we have

$$e^{i2\pi k' x} = e^{i2\pi kx} \quad \text{on} \quad \Omega_h \quad \text{if} \quad k' = k \pmod{n}. \quad (3.32)$$

Shifting $k$ and assuming $n$ to be even, we can thus renumber the eigenfunctions (3.31) as follows

$$0 \leq k < n - 1 \iff -\frac{n}{2} \leq k < \frac{n}{2}. \quad (3.33)$$

This numeration is convenient and is customary in the local Fourier analysis context described in the next section. With the notation

$$\theta := 2\pi \frac{k}{n} = 2\pi kh \quad (3.34)$$

and

$$\Theta_h = \{\theta = 2\pi \frac{k}{n} : -\frac{n}{2} \leq k < \frac{n}{2}; k \in \mathbb{Z}\}, \quad (3.35)$$

we can write the discrete eigenfunctions (3.31) in the form

$$\varphi_h(\theta, x) = e^{i\theta x/h} \quad (\theta \in \Theta_h). \quad (3.36)$$
In case of standard coarsening we can split $\Theta_h$ into subsets corresponding to low and high frequencies

$$
\Theta_h^{\text{low}} := \{ \theta = 2\pi \frac{k}{n} : -\frac{n}{4} \leq k < \frac{n}{4} ; k \in \mathbb{Z} \} \subset [-\frac{\pi}{2}, \frac{\pi}{2}),
$$

$$
\Theta_h^{\text{high}} := \Theta_h \setminus \Theta_h^{\text{low}} \subset [-\pi, \pi) \setminus [-\frac{\pi}{2}, \frac{\pi}{2}).
$$

The LFA formalism is based on the grid functions (3.36). However, instead of considering only a finite number of these functions (varying $\theta$ in the finite set $\Theta_h$), we will allow $\theta$ to vary continuously in $[-\pi, \pi)$. This makes the formulation easier and more convenient. Correspondingly, low frequencies $\theta$ vary in $[\pi/2, \pi/2)$ and high frequencies vary $\theta$ in $[-\pi, \pi) \setminus [\pi/2, \pi/2)$.

**Remark 3.1.** For clarification, if all $\theta$ vary continuously in $[-\pi, \pi)$, the $\varphi_h(\theta, x)$ no longer fulfill the discrete periodic boundary conditions in $[0, 1]$ (only those $\varphi_h$ with $\theta \in \Theta_h$ fulfill them). Consequently, we will consider the $\varphi(\theta, \cdot)$ on the infinite grid $G_h := \{ x : x = x_j = jh; j \in \mathbb{Z} \}$.

### 3.2 Local Fourier Analysis

**Local Fourier analysis** (or **local mode analysis**) was introduced by Brandt in [6] and developed further in several papers (see [8] and the references given there). This theoretical approach can be regarded from different points of view and has several objectives. We here consider it as a general tool for providing quantitative and realistic insight into the smoothing properties of relaxation methods and the convergence properties of two-grid methods. Our notation is related to the notation and philosophy from [21, 22, 25].

#### 3.2.1 Formal Tools of Local Fourier Analysis

In describing the fundamental ideas of LFA, we confine ourselves to the 1D case and to standard coarsening ($H = 2h$). But it can be immediately carried to $d$ dimensions. The local Fourier analysis is based on certain idealized assumptions and simplifications: the boundary conditions are neglected and the problem is considered on regular infinite grids

$$
G_h = \{ x : x = x_j = jh; j \in \mathbb{Z} \}.
$$

On $G_h$, we consider a discrete operator $L_h$ corresponding to a difference **stencil**

$$
L_h \overset{\triangleq}{=} [l_{\kappa}]_h \quad (\kappa \in \mathbb{Z})
$$

i.e.

$$
L_h u_h(x) = \sum_{\kappa \in J} l_{\kappa} u_h(x + \kappa h)
$$
with constant coefficients $l_\kappa \in \mathbb{R}$ (i.e., $l_\kappa$ does not depend on $x$), which, of course, will usually depend on $h$. Here, $J \subset \mathbb{Z}$ is a certain finite index set defining the so-called difference stencil.

The fundamental quantities in the LFA are the grid functions
\[ \varphi(\theta, x) = e^{i\theta x/h} \quad \text{for} \quad x \in G_h. \]

We assume that $\theta$ varies continuously in $\mathbb{R}$. We recognize that $\varphi(\theta, x) = \varphi(\theta', x)$ for $x \in G_h$ if and only if $\theta = \theta' \pmod{2\pi}$.

Therefore, it is sufficient to consider $\varphi(\theta, x)$ with $\theta \in [-\pi, \pi)$.

The grid functions $\varphi$ for $-\pi \leq \theta < \pi$ are linearly independent on $G_h$. Obviously, they are all formal eigenfunctions of $L_h$:
\[ L_h \varphi(\theta, x) = \tilde{L}_h(\theta) \varphi(\theta, x) \quad (x \in G_h, \theta \in [-\pi, \pi)) \]
with the corresponding eigenvalues or symbols of $L_h$
\[ \tilde{L}_h(\theta) = \sum_{\kappa \in J} l_\kappa e^{i\theta \kappa}. \]

In addition to $G_h$, we assume an infinite coarse grid
\[ G_H = \{ x : x = x_j = jH; j \in \mathbb{Z} \} \]
is obtained by standard coarsening of $G_h$ ($H = 2h$).

For the smoothing and two-grid analysis, we again have to distinguish high and low frequency components on $G_h$ with respect to $G_H$. The definition is based on the fact that only those frequency components
\[ \varphi(\theta, \cdot) \quad \text{with} \quad -\frac{\pi}{2} \leq \theta < \frac{\pi}{2} \]
are distinguishable on $G_H$. For each $\theta' \in [-\pi/2, \pi/2)$, the other frequency component $\varphi(\theta, \cdot)$ with $\theta \in [-\pi, \pi) \setminus [-\pi/2, \pi/2)$ coincide on $G_H$ with $\varphi(\theta', \cdot)$ and are not distinguishable (not visible) on $G_H$. Actually, we have
\[ \varphi(\theta, x) = \varphi(\theta', x) \quad \text{for} \quad x \in G_H \quad \text{if and only if} \quad \theta = \theta' \pmod{\pi}. \]

This leads to the following definition.

**Definition 3.2.** (high and low frequencies for standard coarsening)

- $\varphi$ low frequency component $\iff$ $\theta \in \Theta^{\text{low}} := [-\frac{\pi}{2}, \frac{\pi}{2})$
- $\varphi$ high frequency component $\iff$ $\theta \in \Theta^{\text{high}} := [-\pi, \pi) \setminus [-\frac{\pi}{2}, \frac{\pi}{2})$

This definition is analogous to (2.13) and (3.38), respectively. In addition to speaking of high and low frequency components $\varphi(\theta, \cdot)$, we will, for simplicity, sometimes call the corresponding $\theta$s high frequency or low frequency.
CHAPTER 3. FOURIER ANALYSIS AND LOCAL FOURIER ANALYSIS

3.2.2 Smoothing Analysis

According to Definition 3.2, we distinguish high and low frequency components \( \varphi(\theta, \cdot) \) and define the smoothing factor \( \mu_{\text{loc}}(\tilde{S}_h) \) by

**Definition 3.3.**

\[
\mu_{\text{loc}} = \mu_{\text{loc}}(\tilde{S}_h) := \sup\{|\tilde{S}_h(\theta)| : \theta \in \Theta^{\text{high}}\}.
\] (3.47)

To calculate the smoothing factor for our model problem, we have to compute the symbol of the smoothing operator

\[
\tilde{S}_h\varphi(\theta, x) = \tilde{\varphi}(\theta, x) \quad (-\pi \leq \theta < \pi).
\] (3.48)

Inserting (2.6), we obtain

\[
S_h\varphi(\theta, x) = (I - \frac{\omega h}{2}K_h)\varphi(\theta, x) = (\tilde{I} - \frac{\omega h}{2}\tilde{K}_h)\varphi(\theta, x).
\]

Thus,

\[
\tilde{S}_h = \tilde{I} - \frac{\omega h}{2}\tilde{K}_h
\] (3.49)

where \( \tilde{I} \) and \( \tilde{K}_h \) are the symbols of \( I \) and \( K_h \), respectively. Rewriting \( I \) and \( K_h \) in stencil forms

\[
I = [0, 1, 0]_h, \quad K_h = \frac{1}{h}[-1, 2, -1]_h.
\] (3.50)

From (3.43), we get

\[
\tilde{I} = 1, \quad \tilde{K}_h = \frac{1}{h}(2 - 2\cos \theta).
\] (3.51)

According to (3.49) and (3.51), the symbol \( \tilde{S}_h(\theta) \) is

\[
\tilde{S}_h(\theta) = 1 - \omega (1 - \cos \theta).
\] (3.52)

For the smoothing factor, we obtain

\[
\mu_{\text{loc}}(S_h(\omega)) = \max\{|1 - \omega|, |1 - 2\omega|\}.
\] (3.53)

This is the same result that we obtained in Section 2.1.3 for \( \mu^*(\omega) \). So, \( \omega \)-Jacobi for symmetric operators can be treated by both rigorous Fourier analysis and LFA. The results are the same, apart from the following slight formal difference: in comparison with (2.15), we recognize that the \( h \)-dependence of \( \mu(S_h(\omega)) \) has disappeared here. This is due to the fact that \( \theta \) varies continuously in \( \Theta^{\text{high}} \).
3.2. LOCAL FOURIER ANALYSIS

3.2.3 Two-grid Analysis

Let us now apply LFA to the two-grid operator (3.6)

\[ M_h^{TGM} = S_h^{o2} M_h^{CGC} S_h^{o1} \quad \text{with} \quad M_h^{CGC} = I - I_h^H K_H^{-1} I_h^H K_h. \]

In order to calculate convergence factors of \( M_TGM_h \), we will analyze how the operators \( K_h, I_h^H, K_H, I_h^H \) and \( S_h \) act on the Fourier components \( \varphi(\theta, \cdot) \). The analysis uses the fact that doubles of the \( \varphi(\theta, \cdot) \) coincide on \( G_H \). For any low frequency \( \theta \in \Theta^{low} = [-\pi/2, \pi/2) \), we consider the frequencies

\[ \theta^0, \theta^1 \]

where

\[ \theta^1 := \begin{cases} \theta^0 + \pi & \text{if } \theta^0 < 0 \\ \theta^0 - \pi & \text{if } \theta^0 > 0 \end{cases} \]

As mentioned in (3.45), for any low frequency the above defined frequencies coincide on the coarse grid. Interpreting the Fourier components as coarse-grid functions gives

\[ \varphi_h(\theta^0, x) = \varphi_{2h}(2\theta^0, x) = \varphi_{2h}(2\theta^1, x) \quad \text{with} \quad \theta^0 \in \Theta^{low}, x \in G_{2h}. \]

Definition 3.4. (harmonics for standard coarsening)

The corresponding two \( \varphi(\theta^a, \cdot) \) (and sometimes also the corresponding frequencies) \( \theta^a \) are called harmonics (of each other). For a given \( \theta = \theta^0 \in \Theta^{low} \), we define its two-dimensional space of harmonics by

\[ E_{\theta}^h := \text{span}[\varphi(\theta^a, \cdot) : a \in \{0, 1\}]. \]

It will turn out below that the two-grid operator \( M_h^{TGM} \) leaves the spaces \( E_{\theta}^h \) invariant yielding a simple block-diagonal representation for \( M_h^{TGM} \) consisting of \((2 \times 2)\)-blocks

\[ M_h^{TGM} \big|_{E_{\theta}^h} =: \hat{M}_h^{TGM}(\theta) \quad (\theta \in \Theta^{low}) \]

where \( \hat{M}_h^{TGM}(\theta) \) denotes the representation of the two-grid operator on \( E_{\theta}^h \). The asymptotic convergence factor \( \rho_{loc} \) is then defined as follows:

\[ \rho_{loc}(M_h^{TGM}) = \sup\{\rho(\hat{M}_h^{TGM}) : \theta \in \Theta^{low}\}, \]

where \( \rho_{loc}(\hat{M}_h^{TGM}) \) is the spectral radius of the \((2 \times 2)\)-matrix \( \hat{M}_h^{TGM} \).

We will now derive the representation of \( M_h^{TGM} \) by \((2 \times 2)\)-matrices by calculating the Fourier representation of each multigrid component with respect to the harmonics \( E_{\theta}^h \) separately. For clarity, we now write \( 2h \) instead of \( H \).

- **Fourier representations of operators \( K_h \) and \( I \)**

  The treatment of the fine-grid discretization \( K_h \) is particularly simple, as the Fourier components are eigenfunctions for constant coefficient operators \( K_h = [k_\alpha]_h \).
From (3.43) we immediately obtain the Fourier representation of $K_h$ with respect to the harmonics $E_\theta^h$:

$$\hat{K}_h(\theta) = \begin{pmatrix} \hat{K}_h(\theta^0) & 0 \\ 0 & \hat{K}_h(\theta^1) \end{pmatrix}$$  \hspace{1cm} (3.59)

with Fourier symbols $\hat{K}_h(\theta^\alpha) = 1/h(2 - 2\cos\theta^\alpha)$.

Trivially, the identity operator $I$ is represented by the $(2 \times 2)$-identity matrix on $E_\theta^h$.

- **Fourier representation of restriction operator $I^2_h$**

  The transfer operator $I^2_h$ is characterized by a stencil

$$I^2_h \equiv [r_\kappa]^2_h, \text{ i.e. } I^2_h u_h(x) = \sum_{\kappa \in J} r_\kappa u_h(x + \kappa h), \quad (x \in G_{2h}).$$  \hspace{1cm} (3.60)

We have $x + \kappa h \in G_h$ for $x \in G_{2h}$. For the Fourier components this leads to

$$\left( I^2_h \varphi_h(\theta^\alpha, \cdot) \right)(x) = \sum_{\kappa \in J} r_\kappa \varphi_h(\theta^\alpha, x + \kappa h) = \sum_{\kappa \in J} r_\kappa e^{i(x + \kappa h)\theta^\alpha/h}$$

with Fourier symbol

$$\tilde{I}^2_h(\theta^\alpha) := \sum_{\kappa \in J} r_\kappa e^{i\kappa \theta^\alpha}$$  \hspace{1cm} (3.62)

The Fourier representation of $I^2_h$ is given by a $(1 \times 2)$-matrix

$$\tilde{I}^2_h(\theta) = [\tilde{I}^2_h(\theta^0), \tilde{I}^2_h(\theta^1)].$$  \hspace{1cm} (3.63)

For the model problem, the Fourier symbol of $I^2_h = [1/2, 1, 1/2]^2_h$ is

$$\tilde{I}^2_h(\theta^\alpha) = 1 + \cos\theta^\alpha.$$  \hspace{1cm} (3.64)

- **Fourier representation of prolongation operator $I^h_{2h}$**

  The linear interpolation defined in (2.24) can be expressed in stencil notation

$$I^h_{2h} = [p_\kappa]^h_{2h} := [1/2, 1, 1/2]^h_{2h}$$  \hspace{1cm} (3.65)

The stencil elements correspond to weights in a distribution process. Therefore, the brackets are reversed. For example, each coarse-grid value $v_{2h}(x)$ ($x \in G_{2h}$) is distributed to its two neighbors weighted by $p_{-1} = p_1 = 1/2$ to obtain fine-grid values for $(I^h_{2h}v_{2h}(x))(x)$ with $x \in G_h \setminus G_{2h}$.
3.2. LOCAL FOURIER ANALYSIS

We now investigate the mapping of coarse-grid Fourier components \( \varphi_{2h}(2\theta^0, \cdot) \) onto the fine grid by linear interpolation \( I^h_{2h} \).

Assuming \( x \in G_{2h} \) leads to

\[
(I^h_{2h} \varphi_{2h}(2\theta^0, \cdot))(x) = \varphi_{2h}(2\theta^0, x) = \varphi_h(\theta^0, x).
\]

Using \( \varphi_{2h}(2\theta^0, x) = \varphi_h(\theta^0, x) \) (\( x \in G_{2h}, \theta^0 \in \Theta^{low} \)) we obtain for \( x \in G_h \setminus G_{2h} \)

\[
(I^h_{2h} \varphi_{2h}(2\theta^0, \cdot))(x) = \frac{1}{2}(\varphi_h(\theta^0, x - h) + \varphi_h(\theta^0, x + h))
\]

\[
= \frac{1}{2}(e^{-i\theta^0} + e^{i\theta^0}) \varphi_h(\theta^0, x) = \cos \theta^0 \varphi_h(\theta^0, x).
\]

Then we obtain the following mapping of \( \varphi_{2h}(2\theta^0, \cdot) \) onto the fine grid:

\[
(I^h_{2h} \varphi_{2h}(2\theta^0, \cdot))(x) := \begin{cases} \varphi_h(\theta^0, x) & \text{for } x \in G_{2h} \\ \cos \theta^0 \varphi_h(\theta^0, x) & \text{for } x \in G_h \setminus G_{2h} \end{cases}
\]

(3.68)

For the harmonics, it can be easily established that

\[
\varphi_h(\theta^0, x) := \begin{cases} \varphi_h(\theta^1, x) & \text{for } x \in G_{2h} \\ -\varphi_h(\theta^1, x) & \text{for } x \in G_h \setminus G_{2h} \end{cases}
\]

(3.69)

Furthermore, we introduce two functions \( \psi_1(x) \) and \( \psi_2(x) \) defined by:

\[
\psi_1(x) = \frac{1}{2}(\varphi_h(\theta^0, x) + \varphi_h(\theta^1, x)),
\]

\[
\psi_2(x) = \frac{1}{2}(\varphi_h(\theta^0, x) - \varphi_h(\theta^1, x)).
\]

(3.70)

The following relations are valid:

\[
\psi_1(x) = \begin{cases} \varphi_h(\theta^0, x) & x \in G_{2h} \\ 0 & x \in G_h \setminus G_{2h} \end{cases},
\]

\[
\psi_2(x) = \begin{cases} 0 & x \in G_{2h} \\ \varphi_h(\theta^0, x) & x \in G_h \setminus G_{2h} \end{cases}
\]

(3.71)

Due to (3.71), (3.68) can be rewritten for an arbitrary \( x \in G_h \) as a linear combination of \( \varphi_h(\theta^0, x) \):

\[
(I^h_{2h} \varphi_{2h}(2\theta^0, \cdot))(x) = \psi_1(x) + \cos \theta^0 \psi_2(x) = \frac{1}{2}(1 + \cos \theta^0) \varphi_h(\theta^0, x) + \frac{1}{2}(1 - \cos \theta^0) \varphi_h(\theta^1, x).
\]

(3.72)

The symbol for linear interpolation is

\[
\tilde{I}^h_{2h}(\theta^0) = \frac{1}{2} \sum_{\kappa \in J} p_\kappa e^{i\theta^0 \kappa}.
\]

(3.73)

The Fourier representation of \( I^h_{2h} \) is then given by a \((2 \times 1)\)-matrix:

\[
\tilde{I}^h_{2h}(\theta^0) = \begin{bmatrix} \tilde{I}^h_{2h}(\theta^0) \\ \tilde{I}^h_{2h}(\theta^1) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 + \cos \theta^0 \\ 1 - \cos \theta^0 \end{bmatrix}.
\]

(3.74)
• **Fourier representation of coarse-grid discretization** \( K_{2h} \)

The stencil notation of \( K_{2h} \) is given by

\[
K_{2h} = \frac{1}{2h} [-1, 2, -1]_{2h}
\]  

(3.75)

For \( \theta^0 \in \Theta^{\text{low}} \), we thus have

\[
K_{2h} \varphi_{2h}(2\theta^0, \cdot) = \tilde{K}_{2h}(2\theta) \varphi_{2h}(2\theta^0, \cdot)
\]  

(3.76)

with the symbol

\[
\tilde{K}_{2h}(2\theta) = \sum_{\kappa \in J} \kappa \| e^{i 2\theta \cdot k} = \frac{1}{2h} (2 - 2 \cos(2\theta^0)).
\]  

(3.77)

• **Fourier representation of smoothing operator** \( S_h \)

From Section 3.2.2 we know all Fourier components \( \varphi_h(\theta^0, \cdot) \) are formal eigenfunctions of \( S_h \), and \( S_h \) can be represented by the diagonal \((2 \times 2)\)-matrix

\[
\hat{S}_h(\theta) = \begin{pmatrix}
\tilde{S}_h(\theta^0) & 0 \\
0 & \tilde{S}_h(\theta^1)
\end{pmatrix}
\]  

(3.78)

with \( \tilde{S}_h(\theta^\alpha) = 1 - \omega (1 - \cos \theta^\alpha) \).

Inserting the representations of \( \hat{I}, \hat{I}_{2h}, \hat{K}_{2h}, \hat{I}_{h}^{2h} \) and \( \hat{K}_h \) and using the fact \( \cos \theta = \cos \theta^0 = -\cos \theta^1 (\theta = \theta^0 \in \Theta^{\text{low}}) \) we obtain the representation of coarse grid correction operator \( M_{h}^{\text{CGC}} \) on \( E_{\theta}^{h} \)

\[
\hat{M}_{h}^{\text{CGC}}(\theta) = \hat{I} - \hat{I}_{2h}(\theta)(\hat{K}_{2h}(\theta))^{-1} \hat{I}_{h}^{2h}(\theta) \hat{K}_h(\theta)
\]

\[
= \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} - \begin{bmatrix}
\cos^2 \theta & \cos \theta^0 \\
\sin^2 \theta & \sin \theta^0
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\sin^2 \theta & \cos^2 \theta \\
\sin \theta^0 & \cos \theta^0
\end{bmatrix}.
\]  

(3.79)

From the representation of \( M_{h}^{\text{TGM}} \)

\[
\hat{M}_{h}^{\text{TGM}}(\theta) = \hat{S}_h(\theta)^{\nu_2} \hat{M}_{h}^{\text{CGC}}(\theta) \hat{S}_h(\theta)^{\nu_1}
\]  

(3.80)

we obtain the asymptotic convergence factor

\[
\rho_{\text{loc}}(\nu; \omega) = \sup \{ \rho_{\nu}(\xi) : 0 < \xi \leq \frac{1}{2} \}
\]  

(3.81)

with

\[
\rho_{\nu}(\xi) = |\xi (1 - 2\omega \xi)^{\nu} + (1 - \xi) (1 - 2\omega + 2\omega \xi)^{\nu}|, \quad \xi = \sin^2 \frac{\theta}{2}.
\]  

(3.82)

This is the same result that we obtained in Section 3.1.1 for \( \rho^*(\nu; \omega) \) (see (3.30)) derived by rigorous Fourier analysis. In comparison with (3.30), we recognize that the \( h \)-dependence of \( \rho(h, \nu; \omega) \) has disappeared here. This is due to the fact that \( \theta \) varies continuously.
Chapter 4

Application to an Optimal Control Problem

In this chapter we study the smoothing factor and two-grid convergence properties for an optimal control problem. First we give a short introduction of the optimal control problem which we are going to consider. Then we apply both Fourier analysis and local Fourier analysis to the smoothing step and two-grid iteration. The smoother we present here is proposed by W.Zulehner (private communication).

Let $\Omega = (0,1)$. Let $L^2(\Omega)$ and $H^1(\Omega)$ denote the usual Lebesgue space and Sobolev space, respectively. In this chapter we consider the following elliptic optimal control problem: Find the state $y \in H^1(\Omega)$ and the control $u \in L^2(\Omega)$ such that

$$J(y, u) = \min_{(z,v) \in H^1(\Omega) \times L^2(\Omega)} J(z,v)$$

subject to the state equations

$$-z'' = v \quad \text{in } \Omega,$$
$$z = 0 \quad \text{at } \Gamma,$$

with cost functional

$$J(z,v) = \frac{1}{2} \| z - y_d \|_{L^2(\Omega)}^2 + \frac{\gamma}{2} \| v \|_{L^2(\Omega)}^2$$

where $y_d \in L^2(\Omega)$ is the desired state and $\gamma > 0$ is the weight of the cost of the control (or simply a regularization parameter).

By introducing the adjoint state $p \in H^1(\Omega)$ we get the following optimality system, see e.g.,[24]:

1. The adjoint state equation:

$$-p'' = -(y - y_d) \quad \text{in } \Omega,$$
$$p = 0 \quad \text{at } \Gamma.$$ (4.1)
2. The control equation:
\[ \gamma u - p = 0 \quad \text{in} \quad \Omega. \]  
(4.2)

3. The state equation:
\[ -y'' = u \quad \text{in} \quad \Omega, \]
\[ y = 0 \quad \text{at} \quad \Gamma. \]  
(4.3)

First we use the control equation (4.2) to eliminate the control \( u \). The reduced optimality system consists of two PDEs, the adjoint state equation and state equation, where \( u \) is replaced by \( \gamma - \frac{1}{\gamma} p \). The weak formulation of this problem leads to the variational problem: Find \((y, p) \in Y \times Q = H^1_0(\Omega) \times H^1_0(\Omega)\) such that
\[
(y, w)_{L^2(\Omega)} + (p, w)_{H^1(\Omega)} = \langle y_d, w \rangle \quad \text{for all} \quad w \in Y,
\]
\[
(y, q)_{H^1(\Omega)} - \gamma^{-1}(p, q)_{L^2(\Omega)} = 0 \quad \text{for all} \quad q \in Q.
\]  
(4.4)

Finally, by introducing the standard nodal basis, we obtain the following saddle point problem in matrix-vector notation:
\[
A_h \begin{pmatrix} y_h \\ p_h \end{pmatrix} = \begin{pmatrix} f_h \\ 0 \end{pmatrix} \quad \text{with} \quad A_h = \begin{pmatrix} M_h & K_h \\ K_h & -\frac{1}{\gamma} M_h \end{pmatrix},
\]  
(4.5)

where \( K_h \) denotes the stiffness matrix representing the \( H^1(\Omega) \) scalar product on \( Y_h \). It is the same as in (2.3). \( M_h \) denotes the mass matrix representing the \( L^2(\Omega) \) scalar product on \( Y_h \):
\[
M_h = \frac{h}{6} \begin{bmatrix}
4 & 1 & 1 & \cdots \\
1 & 4 & 1 & \cdots \\
& & \ddots & \ddots \\
& & & 4 & 1 \\
\end{bmatrix}_{(n-1) \times (n-1)}
\]  
(4.6)
4.1 Fourier analysis for Smoothing Operator

4.1.1 Smoothing Operator

We analyze the following preconditioned Richardson method for the smoothing step:

\[
\begin{pmatrix}
y^{(j+1)}_h \\
p^{(j+1)}_h
\end{pmatrix} = \begin{pmatrix}
y^{(j)}_h \\
p^{(j)}_h
\end{pmatrix} + \tau \hat{A}^{-1}_h \begin{bmatrix}
f_h \\ 0
\end{bmatrix} - \mathcal{A}_h \begin{pmatrix}
y^{(j)}_h \\
p^{(j)}_h
\end{pmatrix}
\] \quad \tau \in (0, 2) \tag{4.7}

where the preconditioner \( \hat{A}_h \) is given by

\[
\hat{A}_h = \begin{pmatrix}
M_h & \hat{K}_h \\
\hat{K}_h & -\frac{1}{\tau}M_h
\end{pmatrix}
\] \tag{4.8}

with \( \hat{K}_h = \alpha \text{diag}(K_h) \). The scaling parameter \( \alpha \) is chosen small enough to ensure

\[
\hat{K}_h \geq K_h. \tag{4.9}
\]

In our example, we fix \( \alpha = 2 \). Then

\[
\hat{K}_h = \beta I = \frac{4}{h}I
\]

fulfills the assumption (4.9) since \( \lambda_{\text{max}}(K_h) \leq 4/h \).

The corresponding smoothing operator is

\[
S_h = I - \tau \hat{A}_h^{-1} \mathcal{A}_h. \tag{4.10}
\]

This smoother was proposed by W.Zulehner (private communication).

4.1.2 Generalized Eigenvalue Problem

In order to analyze the smoothing properties, we need to know the eigenvalues \( \lambda(S_h) \) of the smoothing operator \( S_h \). Since

\[
\lambda(S_h) = 1 - \tau \lambda(\hat{A}_h^{-1} \mathcal{A}_h), \tag{4.11}
\]

we have to study the generalized eigenvalue problem

\[
\mathcal{A}_h x = \chi \hat{A}_h x. \tag{4.12}
\]

This is equivalent to

\[
(\mathcal{A}_h - \chi \hat{A}_h) x = 0. \tag{4.13}
\]

Since the two matrices \( M_h \) and \( K_h \) share the same eigenfunctions

\[
\varphi^k_h(M_h) = \varphi^k_h(K_h) = (\sqrt{2h} \sin(kj\pi h))_{j=1}^{n-1} \quad k = 1, \ldots, n - 1, \tag{4.14}
\]
we denote
\[ P = [\varphi_h^1, \varphi_h^2, \ldots, \varphi_h^{n-2}, \varphi_h^{n-1}] \]  
(4.15)
So both \( M_h \) and \( K_h \) can be diagonalized through similarity transformations:
\[ P^{-1}M_hP = \text{diag}\{\lambda_k\}, \quad P^{-1}K_hP = \text{diag}\{\mu_k\} \quad k = 1, \ldots, n - 1, \]
(4.16)
where
\[ \lambda_k = \lambda_k(M_h) = \frac{h}{3}(2 + \cos(k\pi h)), \]
\[ \mu_k = \lambda_k(K_h) = \frac{4}{h}\sin^2\left(\frac{1}{2}k\pi h\right). \]
(4.17)

Then, we apply the following similarity transformation to the matrix \( A_h - \chi \hat{A}_h \) and use (4.16)
\[
\begin{bmatrix}
P^{-1} & 0 \\ 0 & P^{-1}
\end{bmatrix}
(\begin{bmatrix}
A_h - \chi \hat{A}_h \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
P \\
0
\end{bmatrix})
= \begin{bmatrix}
P^{-1} & 0 \\ 0 & P^{-1}
\end{bmatrix}
\begin{bmatrix}
(1-\chi)M_h & K_h - \chi \beta I \\
K_h - \chi \beta I & -\frac{1}{\gamma}(1-\chi)M_h
\end{bmatrix}
\begin{bmatrix}
P \\
0
\end{bmatrix}
= \begin{bmatrix}
(1-\chi)\text{diag}\{\lambda_k\} & \text{diag}\{\mu_k\} - \chi \beta I \\
\text{diag}\{\mu_k\} - \chi \beta I & -\frac{1}{\gamma}(1-\chi)\text{diag}\{\lambda_k\}
\end{bmatrix}.
\]
(4.18)
We denote
\[ a = (1-\chi)\text{diag}\{\lambda_k\}, \quad b = \text{diag}\{\mu_k\} - \chi \beta I, \]
(4.19)
then the generalized eigenvalue problem (4.12) reduces to the solution of
\[
\det\left(\begin{bmatrix}
a & b \\
b & -\frac{1}{\gamma}a
\end{bmatrix}\right) = 0.
\]
(4.20)
It can be easily proved that \( \chi = 1 \) is not an eigenvalue of (4.18), which means \( a \) is nonsingular, then from (4.20) we get
\[
\det\left(\begin{bmatrix}
a & b \\
0 & -\frac{1}{\gamma}a - ba^{-1}b
\end{bmatrix}\right) = 0,
\]
which is equivalent to
\[
\det(-\frac{1}{\gamma}a - ba^{-1}b) = 0.
\]
(4.21)
Inserting (4.19) and (4.17) into (4.21) we get the equation
\[
-\frac{1}{\gamma}(1-\chi_k)^2\lambda_k^2 + (\mu_k - \beta \chi_k)^2 = 0.
\]
(4.22)
Solving this equation we finally obtain the eigenvalues of $\hat{A}_h^{-1}A_h$:

$$\chi_k = \frac{(\lambda_k^2 + \gamma \beta \mu_k) \pm i \sqrt{\gamma \beta \lambda_k - \sqrt{\gamma \mu_k \lambda_k}}}{\lambda_k^2 + \gamma \beta^2}. \quad (4.23)$$

Then, the eigenvalues of $S_h$ are given by the relation

$$\lambda_k(S) = 1 - \tau \chi_k = \left(1 - \tau \frac{(\lambda_k^2 + \gamma \beta \mu_k)}{\lambda_k^2 + \gamma \beta^2}\right) \pm i \frac{\tau (\sqrt{\gamma \beta \lambda_k - \sqrt{\gamma \mu_k \lambda_k}})}{\lambda_k^2 + \gamma \beta^2}, \quad (4.24)$$

with $\beta = 4/h$, $\lambda_k$ and $\mu_k$ as in (4.17).

### 4.1.3 Smoothing Factor

**Theorem 4.1.** The asymptotic smoothing factor for the smoother given in (4.10) is

$$\mu^*(\tau) = \max \left\{ |1 - \tau|, |1 - \frac{\tau}{2}| \right\}. \quad (4.25)$$

The choice $\tau_{\text{opt}} = 4/3$ is optimal in the following sense:

$$\min_{\tau \in (0, 2)} \mu^*(\tau) = \mu^*(4/3) = \frac{1}{3}. \quad (4.26)$$

**Proof:** From (4.24) we obtain

$$|\lambda_k(S)|^2 = 1 - \frac{(2\tau - \tau^2)\lambda_k^2 + \gamma(2\tau \beta \mu_k - \tau^2 \mu_k^2)}{\lambda_k^2 + \gamma \beta^2}. \quad (4.27)$$

We assume

$$|\lambda_k(S)|^2 \leq 1 - \delta, \quad \forall \gamma \in (0, \infty), \ k = \frac{n}{2}, \ldots, n - 1, \ h \in (0, \frac{1}{2}) \quad (4.28)$$

where $\delta \neq \delta(k, h)$. We will compute $\delta$ in the following. For all $h \in (0, 1/2]$, $k \in \{n/2, \ldots, n - 1\}$ and $\gamma \in (0, \infty)$, we have

$$|\lambda_k(S)|^2 \leq 1 - \delta \iff 1 - \frac{(2\tau - \tau^2)\lambda_k^2 + \gamma(2\tau \beta \mu_k - \tau^2 \mu_k^2)}{\lambda_k^2 + \gamma \beta^2} \leq 1 - \delta$$

$$\iff (2\tau - \tau^2)\lambda_k^2 + \gamma(2\tau \beta \mu_k - \tau^2 \mu_k^2) \geq (\lambda_k^2 + \gamma \beta^2) \delta$$

$$\iff \lambda_k^2(2\tau - \tau^2 - \delta) + \gamma(2\tau \beta \mu_k - \tau^2 \mu_k^2 - \beta^2 \delta) \geq 0$$

Let

$$I_1 = \lambda_k^2(2\tau - \tau^2 - \delta), \quad I_2 = (2\tau \beta \mu_k - \tau^2 \mu_k^2 - \beta^2 \delta),$$

thus

$$|\lambda_k(S)|^2 \leq 1 - \delta \iff I_1 + \gamma I_2 \geq 0, \ \forall \gamma, h, k. \quad (4.29)$$
Since $\gamma \in (0, \infty)$, the relation (4.29) is equivalent to $I_1 \geq 0$ and $I_2 \geq 0$. (To see this, we first let $\gamma \to 0$ and obtain $I_1 \geq 0$. Then rewrite (4.29) as $\frac{1}{\gamma} I_1 + I_2 \geq 0$ and let $\gamma \to \infty$ we obtain $I_2 \geq 0$.) In the following, we consider $I_1 \geq 0$ and $I_2 \geq 0$ separately.

$$I_1 \geq 0 \iff \lambda_k^2(2\tau - \tau^2 - \delta) \geq 0 \iff \delta \leq 2\tau - \tau^2$$

(4.30)

and

$$I_2 \geq 0 \iff 2\tau \beta \mu_k - \tau^2 \mu_k^2 - \beta^2 \delta \geq 0 \ \forall \ h, k$$

(4.31)

Inserting $\beta = \frac{4}{h}$, $\mu_k = \frac{4}{h} \sin^2(\frac{1}{2} k \pi h) = \frac{2}{h} (1 - \cos k \pi h)$ into (4.31), we obtain

$$I_2 \geq 0 \iff \frac{16}{h} \tau^2 (1 - \cos k \pi h) - \frac{4}{h^2} \tau^2 (1 - \cos k \pi h)^2 - \frac{16}{h^2} \delta \geq 0$$

$$\iff \frac{\tau^2}{4} (1 - \cos k \pi h)^2 + \tau (1 - \cos k \pi h) - \delta \geq 0 \ \forall \ h, k.$$

We denote

$$f(y) = -\frac{\tau^2}{4} y^2 + \tau y - \delta \quad \text{with} \quad y \in [1, 2), \quad \text{and} \quad y_k = 1 - \cos k \pi h.$$ (4.33)

Then

$$I_2 \geq 0 \iff \inf_{h,k} f(y_k) \geq 0$$

(4.34)

Since for $k = n/2, \ldots, n-1,$

$$1 = y_1^2 \leq \cdots \leq y_{n-1} = 1 + \cos \pi h$$

and $f(y)$ is convex, we have

$$\inf_{h,k} f(y_k) = \inf_{h} \min_{k} f(y_k) = \inf_{h} \min \left\{ f(y_{n/2}^2), f(y_{n-1}) \right\}$$

$$= \inf_{h} \min \left\{ -\frac{\tau^2}{4} + \tau - \delta, -\frac{\tau^2}{4} (1 + \cos k \pi h)^2 + \tau (1 + \cos k \pi h) - \delta \right\}$$

$$= \min \left\{ -\frac{\tau^2}{4} + \tau - \delta, 2\tau - \tau^2 - \delta \right\}$$

(4.35)

Hence

$$I_1 + \gamma I_2 \geq 0 \iff \delta \leq \min \left\{ 2\tau - \tau^2, -\frac{\tau^2}{4} + \tau \right\}.$$ (4.36)

Inserting (4.36) into (4.28) and take supremum over $h$, we get

$$\sup_{0 \leq h \leq 1/2} \min_{k \in \{n/2, \ldots, n-1\}} |\lambda_k(S)|^2 = \max \left\{ (1 - \tau)^2, (1 - \frac{\tau}{2})^2 \right\}.$$ (4.37)

Finally, according to the definition of asymptotic smoothing factor in (2.14), we obtain

$$\mu^*(\tau) = \max \left\{ |1 - \tau|, |1 - \frac{\tau}{2}| \right\}.$$
Remark 4.2. The smoothing factor is independent of the regularization parameter $\gamma$. This is a strong indication that the multigrid method is additionally robust with respect to the regularization parameter $\gamma$. Nevertheless, the theory presented here is not able to show this robustness.

4.2 Fourier Two-grid Analysis

In Section 3.1.1, we know the matrix $Q_h$ (see (3.1)) is unitary and multiplication by $Q_h$ or $Q_h^{-1}$ does not change the spectral radius. So we transform the matrix $M_h^{TGM}$ by the similarity transformation $Q_h M_h^{TGM} Q_h^{-1}$ and this matrix is much simpler than the original one. Here, we use the same trick. However, instead of multiplication by $Q_h^{-1}$ and $Q_h$ we use the block diagonal matrices

\[
\begin{pmatrix}
Q_h^{-1} & 0 \\
0 & Q_h^{-1}
\end{pmatrix}, \quad \begin{pmatrix}
Q_h & 0 \\
0 & Q_h
\end{pmatrix}. \tag{4.38}
\]

We have

\[
\rho(M_h^{TGM}) = \rho(M_h^{TGM}) \tag{4.39}
\]

for

\[
M_h^{TGM} = \begin{pmatrix}
Q_h^{-1} & 0 \\
0 & Q_h^{-1}
\end{pmatrix} M_h^{TGM} \begin{pmatrix}
Q_h & 0 \\
0 & Q_h
\end{pmatrix}. \tag{4.40}
\]

From

\[
M_h^{TGM} = S_h^{\nu} M_h^{CGC} S_h^{\nu^*}, \tag{4.41}
\]

we obtain

\[
M_h^{TGM} = \overline{S}_h^{\nu^*} M_h^{CGC} \overline{S}_h^{\nu^*}. \tag{4.42}
\]

We separately consider the coarse grid operator $M_h^{CGC}$ and the smoothing operator $S_h$.

1. Coarse grid correction $M_h^{CGC}$:

\[
M_h^{CGC} = I - I_{2h}^h A_{2h}^{-1} I_{2h}^h
\]

\[
= I - \begin{pmatrix}
I_{2h}^h & 0 \\
0 & I_{2h}^h
\end{pmatrix} \begin{pmatrix}
\frac{1}{\gamma} I_{2h}^h U_{2h}^{-1} M_{2h} & U_{2h}^{-1} K_{2h} \\
U_{2h}^{-1} K_{2h} & -U_{2h}^{-1} M_{2h}
\end{pmatrix} \begin{pmatrix}
I_{2h}^h & 0 \\
0 & I_{2h}^h
\end{pmatrix} \begin{pmatrix}
M_h & K_h \\
K_h & -\frac{1}{\gamma} M_h
\end{pmatrix}
\]

\[
= I - \begin{pmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{pmatrix} \tag{4.43}
\]
where
\[
U_{2h} = \frac{1}{\gamma} M_{2h}^2 + K_{2h}^2,
\]
(4.44)
\[
T_{11} = \frac{1}{\gamma} I_{2h}^h U_{2h}^{-1} M_{2h} I_{2h}^{2h} M_h + \frac{1}{\gamma} I_{2h}^h U_{2h}^{-1} K_{2h} I_{2h}^{2h} K_h,
\]
(4.45)
\[
T_{12} = \frac{1}{\gamma} (I_{2h}^h U_{2h}^{-1} M_{2h} I_{2h}^{2h} K_h - I_{2h}^h U_{2h}^{-1} K_{2h} I_{2h}^{2h} M_h),
\]
(4.46)
\[
T_{21} = -\gamma T_{12},
\]
(4.47)
\[
T_{22} = T_{11},
\]
(4.48)

and \(I_{2h}^h\) and \(I_{2h}^{2h}\) are defined as (2.25) and (2.22).

Since
\[
\mathbf{M}_{CGC}^h = \begin{pmatrix} Q_h^{-1} & 0 \\ 0 & Q_h^{-1} \end{pmatrix} \mathbf{M}_{CGC}^h \begin{pmatrix} Q_h & 0 \\ 0 & Q_h \end{pmatrix}
\]
(4.49)
we deal with each component separately. We start with the first term in \(T_{11}\):
\[
Q_h^{-1} \frac{1}{\gamma} I_{2h}^h U_{2h}^{-1} M_{2h} I_{2h}^{2h} M_h Q_h
\]
\[
= \frac{1}{\gamma} Q_h^{-1} I_{2h}^h Q_{2h} Q_{2h}^{-1} (U_{2h}^{-1} M_{2h}) Q_{2h} Q_{2h}^{-1} I_{2h}^{2h} Q_h Q_h^{-1} M_h Q_h
\]
\[
= \hat{I}_{2h}^h \left( \frac{1}{\gamma} \Lambda_{2M}^2 + \Lambda_{2K}^2 \right)^{-1} \Lambda_{2M} \hat{I}_{2h}^{2h} \Lambda_{2M},
\]
(4.50)
where \(\hat{I}_{2h}^h\) and \(\hat{I}_{2h}^{2h}\) are as in (3.22) and (3.19),
\[
\Lambda_{2M} = \text{diag} \{\lambda(M_{2h})\}, \quad \Lambda_{2K} = \text{diag} \{\lambda(K_{2h})\},
\]
(4.51)
and
\[
\Lambda_M = \text{diag} \{\lambda_1(M_h), \lambda_{n-1}(M_h), \ldots, \lambda_{\frac{n}{2}-1}(M_h), \lambda_{\frac{n}{2}+1}(M_h), \lambda_{\frac{n}{2}}(M_h)\}.
\]
(4.52)
The other components are treated in the same way. Thus, we obtain the representation of coarse grid operator \(\mathbf{M}_{CGC}^h\).

2. Smoothing operator \(\mathbf{S}_h\):
\[
\mathbf{S}_h = I - \tau \hat{A}_h^{-1} \mathbf{A}_h
\]
\[
= I - \tau \begin{pmatrix} \frac{1}{\gamma} V^{-1} M_h & V^{-1} \beta I \\ V^{-1} \beta I & -V^{-1} M_h \end{pmatrix} \begin{pmatrix} M_h & K_h \\ K_h & -\frac{1}{\gamma} M_h \end{pmatrix}
\]
(4.53)
where
\[
V_h = \frac{1}{\gamma} (M_h^2 + \beta^2 I).
\]
(4.54)
4.3. LOCAL FOURIER ANALYSIS FOR SMOOTHING OPERATOR

It is similar as we have done in the previous step to get the representation of smoothing operator \( S_h \).

As soon as we obtain the representations for \( M_h^{CG} \) and \( S_h \), we then can analyze the properties of two-grid operator according to (4.42).

### 4.3 Local Fourier Analysis for Smoothing Operator

Local Fourier analysis for systems of \( q \) PDEs is similar to the scalar case we analyzed in previous chapter. Here, we are dealing with vector-valued Fourier components

\[
\varphi_h(\theta, \cdot) := \varphi_h(\theta, \cdot) \cdot \mathbf{I} \quad \mathbf{I} = (1, \ldots, 1)^T \in \mathbb{R}^q
\]

and the Fourier symbols

\[
\tilde{L}_h(\theta) = \begin{pmatrix}
\tilde{L}_{h,1}^1(\theta) & \cdots & \tilde{L}_{h,1}^q(\theta) \\
\vdots & \ddots & \vdots \\
\tilde{L}_{h,q}^1(\theta) & \cdots & \tilde{L}_{h,q}^q(\theta)
\end{pmatrix}
\]

are given by \((q \times q)\)-matrices consisting of scalar Fourier symbols.

To analyze the smoothing operator by local Fourier analysis, we have to compute the symbol of the operator \( S_h \)

\[
\overline{S}_h = I - \tau \overline{A}_h^{-1} \overline{A}_h = I - \tau (\overline{A}_h)^{-1} \overline{A}_h.
\]

Since the discrete operators \( M_h \) and \( K_h \) can be written in stencil form, the Fourier symbols \( \overline{M}_h \) and \( \overline{K}_h \) can be easily computed from the stencil form and are given by

\[
\overline{M}_h(\theta) = \frac{h}{6} (4 + 2 \cos \theta), \quad \overline{K}_h(\theta) = \frac{1}{h} (2 - 2 \cos \theta).
\]

The Fourier symbols of the remaining discrete operators are just combinations of the two fundamental symbols \( \overline{M}_h \) and \( \overline{K}_h \). According to (4.56) the symbols of the discrete operators \( \overline{A}_h \) and \( \overline{A}_h \) are then the following \((2 \times 2)\)-matrices:

\[
\overline{A}_h = \begin{pmatrix}
\overline{M}_h & \overline{K}_h \\
\overline{K}_h & -\frac{1}{7} \overline{M}_h
\end{pmatrix}, \quad \overline{A}_h = \begin{pmatrix}
\overline{M}_h & \frac{4}{h} I \\
\frac{4}{h} I & -\frac{1}{7} \overline{M}_h
\end{pmatrix}.
\]

Now any symbolic package (such as MAPLE) can be used to compute the symbol of \( I - \tau \overline{A}_h^{-1} \overline{A}_h \):

\[
\overline{S}_h(\theta) = [s(i, j)]_{i,j=1}^{2}
\]

with

\[
s(1, 1) = s(2, 2) = 1 - \tau \frac{4h^4 \cos \theta + h^3 \cos^2 \theta + 72\gamma - 72\gamma \cos \theta}{4h^4 + 4h^3 \cos \theta + h^4 \cos^2 \theta + 144\gamma},
\]
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\[ s(2, 1) = -\gamma s(1, 2) = -\gamma \frac{6\tau h^2(\cos^2 \theta + 3 \cos \theta + 2)}{4h^4 + 4h^4 \cos \theta + h^4 \cos^2 \theta + 144\gamma} \]

and the eigenvalues of this matrix. In the limit case \( h \to 0 \) we finally obtain for the eigenvalues of \( \mathbf{S}_h \):

\[ \lambda_1 = \lambda_2 = 1 - \frac{\tau}{2} (1 - \cos \theta) \]  

(4.60)

The smoothing factor \( \mu_{loc} \) is then given by

\[ \mu_{loc}(\tau) = \max\{|1 - \tau|, |1 - \frac{\tau}{2}|\}. \]  

(4.61)

In order to obtain the best smoothing properties, the term \( \mu_{loc}(\tau) \) has to be minimized over the admissible range of the relaxation parameter \( \tau \):

\[ \min_{\tau \in (0, 2)} \mu_{loc}(\tau) = \mu_{loc}(\tau_{opt}) = \frac{1}{3} \text{, with } \tau_{opt} = \frac{4}{3}. \]  

(4.62)

This is the same result that we obtained in Section 4.1.3 using rigorous Fourier analysis.

4.4 Local Fourier Two-grid Analysis

Local Fourier two-grid analysis for systems of equations is based on the vector-valued Fourier components \( \varphi_{h}(\theta, \cdot) \) introduced in Section 4.3 and the corresponding spaces of harmonics, \( \mathbf{E}_{h}^\theta \) with \( \theta \in \Theta^{low} \), which are defined analogously to Definition 3.4, replacing the scalar Fourier components by its vector-valued counterparts.

Similar as we treat the model problem, we will derive the representation of \( \mathbf{M}_{h}^{GM} \) by (4 \times 4)-matrices by considering each multigrid component separately,

\[ \mathbf{M}_{h}^{GM}(\theta) = (\mathbf{S}_{h}(\theta))^\nu_{2} \mathbf{M}_{h}^{CGC}(\theta)(\mathbf{S}_{h}(\theta))^\nu_{1} \]  

(4.63)

with the representation of coarse-grid correction operator \( \mathbf{M}_{h}^{CGC} \)

\[ \mathbf{M}_{h}^{CGC}(\theta) = \mathbf{I} - \mathbf{I}_{2h}^{h}(\theta)\mathbf{A}_{2h}^{-1}(\theta)\mathbf{I}_{2h}^{h}(\theta)\mathbf{A}_{h}(\theta). \]  

(4.64)

- Fourier representations of operators \( \mathbf{A}_{h} \) and \( \mathbf{I} \):

\[ \mathbf{A}_{h}(\theta) = \text{bdig}\{\mathbf{A}_{h}(\theta^0), \mathbf{A}_{h}(\theta^1)\} \]

Inserting the symbols \( \mathbf{A}_{h} \) from (4.58) we obtain the Fourier representation of \( \mathbf{A}_{h} \):

\[ \mathbf{A}_{h}(\theta) = \begin{bmatrix} \overline{M}_{h}(\theta^0) & \overline{K}_{h}(\theta^0) & 0 & 0 \\ \overline{K}_{h}(\theta^0) & -\frac{1}{\gamma}\overline{M}_{h}(\theta^0) & 0 & 0 \\ 0 & 0 & \overline{M}_{h}(\theta^1) & \overline{K}_{h}(\theta^1) \\ 0 & 0 & \overline{K}_{h}(\theta^1) & -\frac{1}{\gamma}\overline{M}_{h}(\theta^1) \end{bmatrix} \]  

(4.65)

with \( \overline{M}_{h}(\theta^\alpha) \) and \( \overline{K}_{h}(\theta^\alpha) \) given by (4.57).

For identity operator, the representation is

\[ \mathbf{I} = \text{diag}\{1, \ldots, 1\} \in \mathbb{C}^{4 \times 4}. \]  

(4.66)
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- Fourier representation of restriction operator $I^2_h$:

\[
I^2_h(\theta) = \left( \overline{I^2_h}(\theta^0), \overline{I^2_h}(\theta^1) \right) = \begin{bmatrix}
\hat{I}^2_h(\theta^0) & 0 \\
0 & \hat{I}^2_h(\theta^1)
\end{bmatrix}
\]  \hspace{1cm} (4.67)

The Fourier symbols of the restriction operator in connection with systems of equations are given by $(2 \times 2)$-matrices, similar as for the discretization operators (see (4.56)). They are composed of scalar Fourier symbols

\[
\overline{I}^2_h(\theta^\alpha) = \begin{bmatrix}
\hat{I}^2_h(\theta^\alpha) & 0 \\
0 & \hat{I}^2_h(\theta^\alpha)
\end{bmatrix}
\]  \hspace{1cm} (4.68)

with $\hat{I}^2_h(\theta^\alpha)$ as in (3.62).

- Fourier representation of prolongation operator $I^4_{2h}$:

\[
I^4_{2h}(\theta) = \begin{bmatrix}
\overline{I}^4_{2h}(\theta^0) \\
\overline{I}^4_{2h}(\theta^1)
\end{bmatrix}
\]  \hspace{1cm} (4.69)

The Fourier symbols are given by the following $(2 \times 2)$-matrices

\[
\overline{I}^4_{2h}(\theta^\alpha) = \begin{bmatrix}
\hat{I}^4_{2h}(\theta^\alpha) & 0 \\
0 & \hat{I}^4_{2h}(\theta^\alpha)
\end{bmatrix}
\]  \hspace{1cm} (4.70)

where $\hat{I}^4_{2h}(\theta^\alpha)$ is the same as in (3.73).

- Fourier representation of coarse-grid discretization $A_{2h}$:

\[
A_{2h}(\theta) = \overline{A}_{2h}(2\theta) = \begin{bmatrix}
\overline{M}_{2h}(2\theta) & \overline{K}_{2h}(2\theta) \\
\overline{K}_{2h}(2\theta) & -\frac{1}{\gamma} \overline{M}_{2h}(2\theta)
\end{bmatrix}
\]  \hspace{1cm} (4.71)

with the symbols of $K_{2h}$ and $M_{2h}$ given by

\[
\overline{K}_{2h}(2\theta) = \frac{1}{2h}(2 - 2 \cos(2\theta^0)), \text{ and } \overline{M}_{2h}(2\theta) = \frac{2h}{6}(4 + 2 \cos(2\theta^0)).
\]  \hspace{1cm} (4.72)

- Fourier representation of smoothing operator $S_h$:

\[
S_h(\theta) = \text{bdiag}\{\overline{S}_h(\theta^0), \overline{S}_h(\theta^1)\} \in \mathbb{C}^{4 \times 4}
\]  \hspace{1cm} (4.73)

with Fourier symbol $\overline{S}_h(\theta^\alpha)$ given in (4.59).
Inserting the representations of $A_h$, $I$, $I^{2h}$, $I^h$, and $A_{2h}$ into (4.64) we immediately obtain the Fourier representation of $M_h^{CGC}$.

Since

$$
\rho_{loc}((S_h(\theta))^{\nu_2}M_h^{CGC}(\theta)(S_h(\theta))^{\nu_1}) = \rho_{loc}(M_h^{CGC}(\theta)(S_h(\theta))^{\nu}) \quad (\nu = \nu_1 + \nu_2)
$$

we finally arrive at the two-grid convergence factor

$$
\rho_{loc}(\nu; \tau) = \rho_{loc}(M_h^{TGM}) = \sup\rho_{loc}(M_h^{TGM}(\theta)) : \theta \in \Theta_{low}
$$

with $\Theta_{low}$ as in (3.46). Here, $\rho$ depends on $\nu$ and $\tau$!

Using MAPLE we can compute the coefficients of the corresponding blocks $M_h^{TGM}$ and the eigenvalues. In the following, we give the two-grid convergence factor in the limit case $h \to 0$ and optimal choices of parameter $\tau$ for special cases $\nu = 1$ and $\nu = 2$.

- For $\nu = 1$, we have
  $$
  \rho_{loc}(1; \tau) = \sup\{| - \frac{1}{2} \tau \cos^2(\theta) - \frac{1}{2} \tau + 1| : \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\} = \max\{|1 - \tau|, |1 - \frac{\tau}{2}|\}
  $$

  The choice $\tau = 4/3$ is optimal in the following sense:
  $$
  \inf\{\rho_{loc}(1; \tau) : 0 \leq \tau \leq 2\} = \rho_{loc}(1; \frac{4}{3}) = \frac{1}{3}.
  $$

- For $\nu = 2$, we have
  $$
  \rho_{loc}(2; \tau) = \sup\{| \frac{3}{4} \tau^2 - \tau \cos^2(\theta) + \frac{1}{4} \tau^2 - \tau + 1| : \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\} = \max\{(1 - \tau)^2, (1 - \frac{\tau}{2})^2\}
  $$

  The choice $\tau = 4/3$ is optimal in the following sense:
  $$
  \inf\{\rho_{loc}(2; \tau) : 0 \leq \tau \leq 2\} = \rho_{loc}(2; \frac{4}{3}) = \frac{1}{9}.
  $$

The optimal choices of $\tau$ in these two cases are the same with the choice in the smoothing analysis in (4.62). This is a strong indication that $\tau = 4/3$ is a good choice in the multigrid method. However, we are not able to predict the optimal choice of $\tau$ for the multigrid method.
4.5. NUMERICAL RESULTS

4.5 Numerical Results

Next we present some numerical results for the domain \( \Omega = (0, 1) \) and homogeneous desired state \( y_d = 0 \). The coarsest grid consists of only one inner point, i.e., with grid size \( h_0 = 1/2 \). For the first series of experiments the regularization parameter \( \gamma \) was set equal to 1. The starting values for \( y_k(0) \) and \( p_k(0) \) for the exact solution \( y_k = 0 \) and \( p_k = 0 \) were randomly chosen. The discretized problem was solved by a multigrid iteration with a V-cycle and \( m \) pre- and \( m \) post-smoothing steps. The multigrid iteration was performed until the Euclidean norm of the residual was reduced by a factor \( \epsilon = 10^{-8} \).

Table 4.1 contains the number of unknowns \( n_k \) (total number of unknowns is \( n_k + n_k \)), the number of iterations \( it \) and the convergence rates \( q \) depending on the level \( k \) and the number \( m \) of smoothing steps.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( n_k )</th>
<th>0+1</th>
<th>1+0</th>
<th>1+1</th>
<th>2+2</th>
<th>3+3</th>
<th>5+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>63</td>
<td>26</td>
<td>0.49</td>
<td>27</td>
<td>0.49</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>127</td>
<td>26</td>
<td>0.49</td>
<td>27</td>
<td>0.49</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>26</td>
<td>0.50</td>
<td>27</td>
<td>0.50</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>8</td>
<td>511</td>
<td>26</td>
<td>0.50</td>
<td>27</td>
<td>0.50</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>9</td>
<td>1023</td>
<td>26</td>
<td>0.50</td>
<td>27</td>
<td>0.50</td>
<td>14</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 4.1: V-cycle convergence rates with \( \tau = 1 \)

In Section 4.1.3 we discussed the choice of the relaxation parameter \( \tau \). Table 4.2 shows the convergence rates for the overrelaxed smoother with \( \tau = 1.33 \). However, the convergence rates are much better than the rates for the original smoothing iteration with \( \tau = 1 \). The optimal choice of \( \tau \) for smoothing operator and two-grid iteration is a good choice for multigrid method.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( n_k )</th>
<th>0+1</th>
<th>1+0</th>
<th>1+1</th>
<th>2+2</th>
<th>3+3</th>
<th>5+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>63</td>
<td>16</td>
<td>0.32</td>
<td>17</td>
<td>0.32</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>6</td>
<td>127</td>
<td>16</td>
<td>0.32</td>
<td>17</td>
<td>0.31</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>17</td>
<td>0.33</td>
<td>17</td>
<td>0.32</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>8</td>
<td>511</td>
<td>17</td>
<td>0.33</td>
<td>17</td>
<td>0.32</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>9</td>
<td>1023</td>
<td>17</td>
<td>0.33</td>
<td>17</td>
<td>0.33</td>
<td>11</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 4.2: V-cycle convergence rates with \( \tau = 1.33 \)

All numerical experiments shown so far were performed for the regularization parameter \( \gamma = 1 \). Table 4.3 shows the results of numerical experiments obtained at grid level 7 for values of \( \gamma \) ranging from 10 down to \( 10^{-5} \). We can see that the behavior
of convergence rate $q$ with respect to $\gamma$ is as we have expected and the method proposed is robust in the regularization parameter $\gamma$.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>1+1</th>
<th>10+10</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>14</td>
<td>0.26</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>14</td>
<td>0.28</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>15</td>
<td>0.28</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>15</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 4.3: $\gamma$-dependence, $\tau = 1$

Finally, Table 4.4 and Table 4.5 show the convergence rates for W-cycle iteration using $\tau = 1$ and $\tau = 1.33$, respectively.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n_k$</th>
<th>0+1</th>
<th>1+0</th>
<th>1+1</th>
<th>2+2</th>
<th>3+3</th>
<th>5+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>63</td>
<td>26</td>
<td>0.495</td>
<td>26</td>
<td>0.495</td>
<td>13</td>
<td>0.245</td>
</tr>
<tr>
<td>6</td>
<td>127</td>
<td>26</td>
<td>0.495</td>
<td>26</td>
<td>0.495</td>
<td>13</td>
<td>0.245</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>26</td>
<td>0.495</td>
<td>26</td>
<td>0.495</td>
<td>13</td>
<td>0.245</td>
</tr>
<tr>
<td>8</td>
<td>511</td>
<td>26</td>
<td>0.495</td>
<td>26</td>
<td>0.495</td>
<td>13</td>
<td>0.245</td>
</tr>
<tr>
<td>9</td>
<td>1023</td>
<td>26</td>
<td>0.495</td>
<td>26</td>
<td>0.495</td>
<td>13</td>
<td>0.245</td>
</tr>
</tbody>
</table>

Table 4.4: W-cycle convergence rates with $\tau = 1$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n_k$</th>
<th>0+1</th>
<th>1+0</th>
<th>1+1</th>
<th>2+2</th>
<th>3+3</th>
<th>5+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>63</td>
<td>16</td>
<td>0.328</td>
<td>16</td>
<td>0.328</td>
<td>9</td>
<td>0.113</td>
</tr>
<tr>
<td>6</td>
<td>127</td>
<td>16</td>
<td>0.328</td>
<td>16</td>
<td>0.328</td>
<td>9</td>
<td>0.113</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>16</td>
<td>0.328</td>
<td>16</td>
<td>0.328</td>
<td>9</td>
<td>0.113</td>
</tr>
<tr>
<td>8</td>
<td>511</td>
<td>16</td>
<td>0.328</td>
<td>16</td>
<td>0.328</td>
<td>9</td>
<td>0.113</td>
</tr>
<tr>
<td>9</td>
<td>1023</td>
<td>16</td>
<td>0.328</td>
<td>16</td>
<td>0.328</td>
<td>9</td>
<td>0.113</td>
</tr>
</tbody>
</table>

Table 4.5: W-cycle convergence rates with $\tau = 1.33$
Chapter 5

Conclusion

In this thesis we first study the smoothing factor and two-grid convergence factor of 1D poisson problem using damped Jacobi iteration as smoother. Fourier two-grid analysis for this model problem was described in [18], but for fixed relaxation parameter $\omega = 1/2$. Here we generalize the Fourier two-grid analysis for all $\omega \in [0, 1]$ and study the optimal choices of $\omega$ when the total smoothing steps are equal to 1 or 2. In comparison, local Fourier smoothing and two-grid analysis is also presented for model problem. And we get the same results for both smoothing factor and two-grid convergence factor in the asymptotic sense. Also, from the theoretical point of view the connections and differences of Fourier analysis and LFA are illustrated.

The main part of this work is application to an optimal control problem where a regularization parameter $\gamma$ is involved. It would be desirable to achieve robustness of the smoother proposed by W.Zulehner with respect to this regularization parameter. Finite element discretization results in two-by-two block system which makes the convergence analysis more complicated than the scalar 1D model problem. We obtain the asymptotic smoothing factor and observe its independence with respect to the regularization parameter $\gamma$. However, we cannot conclude from the robustness of the smoothing factor that the two or the multigrid methods are robust. Local Fourier two-grid analysis is derived and two-grid convergence factor for special cases are obtained. Since the Fourier two-grid analysis is very technical, we describe the road map to derive the two-grid convergence rates by Fourier analysis. Numerical results here show the robustness.

The optimal control problem analyzed in Chapter 4 is quite similar to the mixed formulation of the biharmonic equation. Indeed, for the first biharmonic boundary value problem in 1D (beam equation)

$$-u^{(4)} = f \text{ in } \Omega, \quad u = u' = 0 \text{ at } \Gamma,$$

we obtain the following mixed variational problem by introducing the new unknown
function $w = u''$: Find $(w, u) \in V \times W = H^1(\Omega) \times H^1_0(\Omega)$ such that

$$
\begin{align*}
a(w, v) + b(u, v) &= 0 \quad \text{for all } v \in V, \\
b(w, q) &= \langle G, q \rangle \quad \text{for all } q \in W,
\end{align*}
$$

with

$$
\begin{align*}
a(w, v) &= \int_0^1 w(x)v(x)dx, \\
b(u, v) &= \int_0^1 u'(x)v'(x)dx, \\
\langle G, q \rangle &= -\int_0^1 f(x)q(x)dx.
\end{align*}
$$

We again subdivide the interval $\Omega = (0, 1)$ into $n$ parts with grid size $h = \frac{1}{n}$ and discrete by continuous and piecewise linear finite elements:

$$
\begin{align*}
V_h &= \{v \in C(\bar{\Omega}) : v|_T \in P_1 \text{ for all } T \in T_h\}, \\
W_h &= \{q \in C(\bar{\Omega}) : q|_T \in P_1 \text{ for all } T \in T_h, q(0) = q(1) = 0\}.
\end{align*}
$$

So we obtain the following discrete variational problem: Find $w_h \in V_h$ and $u_h \in W_h$ such that

$$
\begin{align*}
a(w_h, v) + b(u_h, v) &= 0 \quad \text{for all } v \in V_h, \\
b(w_h, q) &= \langle G, q \rangle \quad \text{for all } q \in W_h.
\end{align*}
$$

By introducing the same standard nodal basis for all unknowns, we finally obtain the following saddle point problem in matrix-vector notation:

$$
\mathcal{A}_h \begin{pmatrix} w_h \\ u_h \end{pmatrix} = \begin{pmatrix} 0 \\ g_h \end{pmatrix} \quad \text{with} \quad \mathcal{A}_h = \begin{pmatrix} M_h & K_h^T \\ K_h & 0 \end{pmatrix}
$$

where $M_h$ is the $(n + 1) \times (n + 1)$ mass matrix

$$
M_h = \frac{h}{6} \begin{bmatrix} 2 & 1 & & & \\
1 & 4 & 1 & & \\
& 1 & 4 & 1 & \\
& & \ddots & \ddots & \ddots \\
& & & 1 & \\
& & & 1 & 4 & 1 \\
& & & & 1 & 2 \end{bmatrix}_{(n+1)\times(n+1)}
$$

and $K_h$ is the $(n + 1) \times (n + 1)$ stiffness matrix.
and $K_h$ is the $(n - 1) \times (n + 1)$ stiffness matrix

$$K_h = \frac{1}{h} \begin{bmatrix} -1 & 2 & -1 \\ -1 & 2 & -1 \\ & -1 & \ddots \\ & & \ddots & -1 \\ & & & -1 & 2 & -1 \\ & & & & -1 & 2 & -1 \end{bmatrix}_{(n-1)\times(n+1)}.$$  \tag{5.5}

The main difference of optimal control problem and the biharmonic problem is: the stiffness matrix $K_h$ in optimal control problem is a square matrix whereas in biharmonic problem is a rectangular matrix. This is due to the difference in the boundary conditions. Apply LFA to biharmonic problem will give the same results as for optimal control problem since we neglect the boundary conditions in LFA. This is not the result we want to obtain. Future work will focus on the Fourier analysis of this problem.
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